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Abstract—This paper proposes a novel low-complexity lip con-
tour model for high-level optic feature extraction in noise-robust
audiovisual (AV) automatic speech recognition systems. The model
is based on weighted least-squares parabolic fitting of the upper
and lower lip contours, does not require the assumption of sym-
metry across the horizontal axis of the mouth, and is therefore
realistic. The proposed model does not depend on the accurate esti-
mation of specific facial points, as do other high-level models. Also,
we present a novel low-complexity algorithm for speaker normal-
ization of the optic information stream, which is compatible with
the proposed model and does not require parameter training. The
use of the proposed model with speaker normalization results in
noise robustness improvement in AV isolated-word recognition
relative to using the baseline high-level model.

Index Terms—Audio-visual speech recognition, feature extrac-
tion, noise-robust speech recognition, weighted least-squares.

I. INTRODUCTION

T IS well known that human perception of speech relies

on both acoustic and visual information [1]. Analogously,
the performance of machine recognition of speech has been
shown to improve with the presence of optic features along
with acoustic features [4]. Optic information in audiovisual
automatic speech recognition (AV-ASR) is particularly use-
ful when the acoustic signal is degraded or ambiguous. This
result has been shown for numerous systems and databases
[21-[71.

The benefit of AV-ASR over acoustic-only recognition is
due to the complementary nature of the acoustic and optic
information streams within speech [6], [7]. For example, the
plosives /p/ and /b/ are visually indistinguishable, although
their acoustic signals can be distinguished due to the voicing
of /b/. Conversely, the nasal phonemes /n/ and /m/ can be
acoustically similar, although their visual production patterns
differ.
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Integral components of an AV-ASR system are the methods
used for feature extraction and modeling of the acoustic and
optic signals. Acoustic feature extraction methods have been
researched for many decades, and certain feature vectors, such
as mel-frequency cepstral coefficients (MFCCs) and linear-
prediction cepstral coefficients (LPCCs), are widely used [8].
However, optic feature extraction and modeling are currently a
major topic of research.

The purpose of optic feature extraction in an AV-ASR sys-
tem is to provide information about the visual aspects of the
speakers’ speech production to the back-end recognition en-
gine. Various approaches have been proposed for optic feature
extraction within AV-ASR systems. Some of these approaches
involve image-transform-based processing of streaming video
signals [4], [5]; these methods are referred to as low-level
feature extraction methods. The main objective of low-level
optic feature extraction is to perform dimension reduction of the
raw optic signal, due to the large size of the streaming video,
while retaining the majority of discriminative information.
Algorithms commonly used for dimension reduction of optic
information include principle component analysis (PCA) [5],
2-D discrete cosine transform [4], and linear discriminant
analysis [4]. Low-level feature extraction methods are of low
complexity and can include information about the tongue and
teeth but are very sensitive to environmental characteristics
such as lighting, head rotation, and color.

Other optic feature extraction approaches involve estimation
of facial feature information [9], [11] and are referred to as
high-level feature extraction methods. The objective of high-
level feature extraction is to model facial components that are
important to speech recognition, such as the lip contour, and to
estimate the parameters of the model. High-level feature extrac-
tion methods generally involve high-complexity computations
but are robust to many environmental aspects that may lead to
poor results for low-level methods.

An important aspect of high-level feature extraction algo-
rithms for AV-ASR systems is the choice of model parameters
that comprise the optic signal feature vector. Kaynak et al. [7]
utilize a parameterized model of the mouth consisting of height
and width of the mouth opening. However, this model assumes
static and dynamic symmetry of the mouth across both the
horizontal and vertical axes. The Carnegie—-Mellon Advanced
Multimedia Processing Lab [12] introduce a parameterized lip
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contour model composed of the mouth width and the height
of opening of the upper and lower lips separately. This model
relaxes the constraint of symmetry across the horizontal axis.
However, both of these models rely on the accurate estimation
of specific facial points.

This paper proposes a novel low-complexity lip contour
model based on weighted least-squares parabolic fitting of the
upper and lower lip contours. The model does not require
the assumption of static symmetry of the mouth across the
horizontal axis and therefore provides a more reliable model
for the lip contour.

Another important aspect of the proposed model is that it is
compatible with a variety of lip contour extraction methods and
is robust to missing or noisy data points. That is, calculation
of the parameters of our model does not rely on the accurate
extraction of specific facial points. Instead, construction of the
parabolic model simply requires a set of weighted points that
may be extracted from arbitrary positions along the lip contour
in the optic signal.

Finally, we present a novel low-complexity speaker normal-
ization algorithm that is compatible with our proposed model.
The algorithm includes no data-dependent parameters and
therefore does not require any training. The proposed speaker
normalization technique is therefore applicable to speaker-
independent AV-ASR systems and does not require knowledge
of the speaker’s identity during testing.

In Section II, we discuss the role of optic feature extraction
in AV-ASR systems and include descriptions of existing high-
level feature models. We then introduce the proposed model in
Section III. Next, we introduce the proposed speaker normaliza-
tion technique in Section IV. Section V provides experimental
results and analysis of the implemented AV-ASR system using
various feature models. Finally, we provide conclusions in
Section VI.

II. OPTIC INFORMATION STREAM FEATURE EXTRACTION
A. Low-Level Feature Extraction

The objective of low-level optic feature extraction methods
is to reduce the high dimensionality of streaming video while
retaining the majority of discriminative information. These
methods apply various transforms to individual image frames.
The benefit of low-level methods is the low complexity in-
volved. Also, information about the tongue and teeth, which
is beneficial to lipreading [1], can be retained. However, low-
level methods are very sensitive to environmental differences
between speakers, such as lighting and head rotation. Also, ac-
curate and reliable localization of the mouth region is extremely
important to low-level extraction algorithms, and thus, such
techniques may rely on face localization or face tracking [10].

Hazen [5] first normalized image frames for lighting condi-
tions using histogram equalization. Next, PCA is applied to the
mouth region of the image frame, and the top 32 coefficients
are retained. Additionally, to capture dynamic information, the
PCA components of three consecutive frames are concatenated
to create a 96-D feature vector. This method is sensitive to
localization of the mouth region. Also, the high dimension-
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ality of the optic feature vector may lead to inaccurate train-
ing of AV-ASR models due to the lack of sufficient train-
ing data.

B. High-Level Feature Extraction

The objective of high-level optic feature extraction in
AV-ASR systems is to extract information about facial features
in order to construct a model of the visual speech production
system. As can be expected, highly detailed facial models
can lead to better performance of AV-ASR systems, as op-
posed to simple models. However, the construction of such
detailed facial models involves highly complex algorithms.
Aleksic et al. [11] implement an optic feature extraction method
that is compliant with the MPEG-4 audiovisual synthesis stan-
dard [15]. This method involves mouth localization, a gradi-
ent vector flow (GVF) snake algorithm, parabolic lip contour
fitting based on the GVF results, and, finally, extraction of
68 MPEG-4 compliant features. In order to apply these fea-
tures to an AV-ASR system, dimension reduction is performed
through PCA.

The complexity of the previously described feature extrac-
tion algorithm may present problems for real-time AV-ASR
systems. Instead, we analyze simpler high-level facial models.
This paper focuses on the last component of the optic feature
extraction system, after initial processing of the video signal
and extraction of information regarding the lip contour of
the current speaker. The prior stages often use edge detec-
tion and/or color discrimination for lip tracking to provide
possible lip contour points with corresponding pixel-specific
log-likelihoods or weights [12]. In this scenario, the overall
objective of simple high-level feature extraction models is to
accurately model the speakers’ lip contour based on noisy or
incomplete information.

C. Two-Parameter I's Model

Kaynak et al. [7] introduced a lip contour model represented
by an ellipse with its foci along the horizontal axis. The model is
defined by the width of the mouth opening (X ) and the height
of the mouth opening (V). This model will be referred to as
'y = {X,Y}, since it is defined by two parameters. The pa-
rameters of 'y are determined by four facial positions extracted
from the optic signal, namely, the left and right corners of the
mouth and the centers of the upper and lower lips. An additional
parameter © is introduced and is defined as

© = arctan <§> . )

The I'y model is shown in Fig. 1. Note that LC and RC
represent the left and right corners of the mouth, respectively,
and UL and LL represent the centers of the upper and lower
lips, respectively.

As can be interpreted from Fig. 1, the I's model assumes
symmetry along both the horizontal and vertical axes, which
is rarely the case in humans. Another drawback of the model
is that it requires dynamics of the upper and lower lips to be
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Fig. 1. Two-parameter lip contour model introduced in [7].
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Fig. 2. Three-parameter lip contour model introduced in [12]. Note that hy

and ho are equal in the figure, but in general, this is not required.

synchronized, which is not generally true in human speech [1].
Finally, the model depends heavily on the extraction of the
four facial feature points shown in Fig. 1. However, extraction
of such precise points is a complex image processing task
and cannot therefore always be performed with the required
accuracy.

D. Three-Parameter I's Model

The lip contour model introduced in [12], which will be
referred to as the I3 model, includes three defining parameters.
They are the width of the mouth opening (X) and the heights
of the lower and upper lip openings (h; and ho, respectively).
Thus, this model relaxes the constraint of symmetry along the
horizontal axis that is present in the I'y model. The three-
parameter I'3 model is shown in Fig. 2.

It can be concluded from Fig. 2 that the I's model includes
separate parameters describing the shape and motion of the
upper and lower lips. Thus, it provides a more accurate model
of the mouth during speech. However, the I's model still relies
on the accurate extraction of the four specific facial positions
discussed in Section II-C.

III. PARABOLIC LIP CONTOUR MODEL
A. Description of the Proposed I' p Model

We propose a parameterized lip contour model I" p based on
a pair of intersecting parabolas with opposite orientation. The
defining parameters of the model include the focal parameters
of the upper and lower parabolas (a,, and a;, respectively) and
X and Y, the difference between the offset parameters of the
parabolas (b, and b;). Note that the focal parameters can be
interpreted as measures of rounding of the lips. The proposed
model is shown in Fig. 3.

The parabolic model includes separate parameters for the
motion of the upper and lower lips of the mouth during speech.
Thus, it relaxes the constraint of symmetry present in the I's
model.
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ay

Fig. 3. Proposed parabolic lip contour model.

Another benefit of the proposed model is that it does not
rely on the lip contour points extracted from specific facial
positions, as do the I's and I's models previously described.
Instead, the values a,,, a;, and Y depend on any set of arbitrarily
collected lip contour points and their corresponding weights.
That is, the parabolic model can be constructed using a group
of lip contour points that need not be extracted from specific
facial locations, such as the corners of the mouth or the centers
of the lips. Conversely, if a scenario exists in which any
subset of the points {LC,RC, UL, LL} cannot be estimated
accurately, the models I's and I's may fail.

B. Derivation of the I" p Parameters

Let us assume that sets of lip contour points have been
extracted from the upper and lower lips of the raw optic signal,
and let these sets be represented by

Sv = {(zu(1),yu(1) 5., (@u(Nv), yu(Nv))} ()
S = {(z1(1),5:(1)) ..., (@(NL), 91(Nz))} 3)

where Ny and Ny, represent the number of points extracted
from the upper and lower lips, respectively. Also, assume that
the weighting vectors w,, and w; have been determined, where
wy, () and wy (i) represent the weights or reliability measures
of the ith points in the sets Sy and Sy, respectively. The actual
calculation of w,, and w; is dependent on the specific algorithm
used to extract the points comprising Sy and S, from the raw
video, and thus falls outside the scope of this paper. However,
the proposed model offers the framework to use reliability
measures of individual points from the upper and lower lips, if
applicable. Note that the database used in this paper [12] does
not supply individual weights, and thus all points are equally
weighted so that w,, = q,, and w; = q;, where

Q=11 iy,
a =11 i, )
Let us define the vectors
Xu = [2u(1), o 2 (N)]T )
Yu = [Bu(1), . g (V)] (6)
x; = [2i(1),..., e (N @)
yi =), ... uN)]" @®)

An estimated midpoint of the mouth along the horizontal axis,
T., can be found as

~ wau + WlTXl

T, = —uw Lo ©)]
¢ WEqu + WlTQI
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Thus, we can determine the normalized vectors

2 = - T
Xu = [Tu(1),. .. Tu(Nu)]

% = [71),..., 5N " (10)

where T, (i) = x, (i) — T. and Z; (i) = 2;(i) — Z.. Now, let us
define the diagonal matrices

rz,(1) 0 ... 0
My =| ! (11)
0
L 0 0 Zu(Nu)d nyuny
rz;(1) 0 0
M= (12)
: . . 0
L O v 00 T(NL) ] N,y
Additionally, define the diagonal matrices
fwy(l) 0 ... 0
wy=| 9 (13)
L 0 0 wu(NU) Ny x Ny
'wl(l) 0 e 0
wy=| % . (14
: 0
L 0 0 w(NL) NpxNp,
Consider then the vector-form parabolic functions
P =aMLX; + biq (16)

where a,, and a; are the focal parameters of the parabolas, and
b, and b; are the offset constants. Additionally, Q;; and Q, are
defined as

- 1
Qu=|:
L1 1wy
- 1
QL= |: (17)
1 U,

The weighted least-squares parabolic fit of the set of lip
contour points extracted from the upper lip, Sy, can thus be
determined by minimizing the least-squares cost function

Ju =Wy (Pu — yu)> = [Wp (auMpR, + bug, — yu)|°
(18)

Taking the partial derivative of the cost function Jy with
respect to the parabolic focal parameter a,, and equating this
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expression to zero result in the following:
oJuy

da,

=0.

auXy, WEME Ry +buqy WMy, —y, WMy,
(19)

Similarly, taking the partial derivative of the cost function Jy;
with respect to the parabolic offset parameter b,, and equating
the resulting derivative to zero lead to the following:

0Juy

b = buQZWQUQu -

QEW%]yu + aquWZUMU§u =0.
(20)

Substitution of (20) into (19) results in an expression for the
parabolic focal parameter a,,

TH,M
Gy = Y., RuMyXy 21)
XgMUHUMUXu
where
Hy = (qf WiquIn, — WiQu) Wi (22)

An expression for the offset parameter b, can then be ob-
tained by solving (20), which results in
(yqj; - aungU) WQUqu

b =
“ alWiq,

(23)

Expressions for the parameters a; and b; of the least-squares
parabolic fit to the lower lip contour can be found by apply-
ing the corresponding steps described by (18)—(23) to Jr, =
W (p; — y1)|?, leading to

O e

where
H, = (¢f Wiqly, - WiQ.) W3 (25)
by — (v7 — ax/ M) Wiar 26)

qlTW% q

The previously mentioned lip contour models I'y and I's can
be derived from the parabolic parameters given in (21)—(26).
Specifically, the models can be approximated as

Y =b, — b (27)
X g, )0 (28)
A, — ap
© = arctan { \/(al — a;) (bu = b) } 29)
hy = ay, (bl_b“) (30)
ap — Ay
h2a1<b“_bl). (31)
a; — Qq,
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TABLE 1
MEAN AND VARIANCE VALUES OF Y AVERAGED OVER TEN TAKES FOR
EACH SPEAKER, OBTAINED ON THE AV-ASR DATABASE FROM [12]

Speaker H Mean (1) ‘ Variance (o2)

1 50.25 50.13
2 49.79 121.76
3 64.64 151.48
4 44.50 68.04
5 54.44 113.76
6 62.14 192.09
7 63.78 331.83
8 51.38 61.92
9 48.25 57.92
10 72.29 199.45

Thus, our proposed parabolic lip contour model can be
constructed from the sets of extracted points Sy and Sy, and
the corresponding weighting vectors w,, and w;. As stated
previously, these sets of lip contour points need not contain
information about specific facial positions such as the corner
of the mouth and the center of the lips. Instead, the sets can
include only those extracted lip contour points deemed reliable.
Also, it can be expected that the accuracy of the I' p model will
increase as the number of elements in S;; and Sy, increases.

IV. SPEAKER NORMALIZATION

Speaker normalization for acoustic-only ASR has been
shown to be an effective method to counter the performance
degradation caused by mismatch between speakers with respect
to physical characteristics of speech production [16]. Speaker
normalization applies transformations in the feature domain
with the aim of warping the frequency scale to align power
spectra prior to the recognition process. Variability in speech
acoustics is often caused by age and/or gender differences in
speakers [17].

Analogously, speaker normalization can be applied to optic
features to counter the effect of speaker differences. During
modeling of facial features in high-level optic feature extraction
within an AV-ASR system, there exist scenarios in which
model parameters corresponding to similar utterances may be
of different magnitudes for various speakers. These situations
include comparing speakers that have differing face sizes and
differing speech production characteristics, as well as compar-
ing raw optic data obtained with varying distances between the
speaker and the camera. Table I shows the mean and variance
values of the parabolic focal parameter Y for each of the ten
speakers averaged over ten takes. Note the wide range in the
Y parameter values for different speakers.

In order to better recognize patterns of visual speech produc-
tion within the speaker-independent AV-ASR back engine, optic
features can be normalized. That is, the back-end recognizer
can be expected to provide improved results if the optic features
corresponding to the same utterances lay within the same
approximate range for each speaker.
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An intuitive approach to normalization of high-level param-
eter values is to view each parameter in time as a stochastic
process with normal distribution, defined by the pair (u, 02). If
these parameters can be estimated, then the model I'; can be
normalized and will be referred to as I'}Y .

Let the model T';, be composed of the feature vector
[f1, f2, ..., fx], where f;(n), for 1 <n < M, contains the
given parameter values in time, and where M is the length of
the utterance in samples. The normalized feature vector ¥ can
then be determined by

FNn) = M’

i

forl <n <M. (32)

The pair (p1;, 07) which parameterizes the process f; can be
approximated based on M frames of the current utterance

(33)

i)’ (34)

1M
% = Z (fi(n) —
Thus, the optic features for an arbitrary model I'y can be
normalized without predetermined feature distribution parame-
ters. Note that this process is similar to mean and variance
normalization in ASR [18], which normalizes acoustic speech
features in the cepstral domain to account for additive noise.

V. EXPERIMENTAL SETUP AND RESULTS
A. Description of the AV-ASR System and Database

An AV-ASR system was implemented to test the models
described previously. The recognition system used early inte-
gration of the optic and acoustic feature vectors, which fuses the
feature vectors prior to the recognition process. The back end
of the AV-ASR system consisted of a six-state hidden Markov
model (HMM), with each of the four emitting states including
four Gaussian mixtures. The HMM back end utilized code from
the HTK toolkit.

The developed AV-ASR system was tested using the AV
isolated-word database from [12]. The database consists of
ten speakers, with each of them saying a series of words and
repeating the series ten times. The raw audio data were in
the form of pulse-code-modulation-coded signals sampled at
44.1 kHz. The optic data were composed of the horizontal and
vertical positions of the left and right corners of the mouth, as
well as the heights of the openings of the upper and lower lips,
and the optic data were sampled at 30 Hz. We used a subset of
ten words from the database, namely, the digits from one to ten.

The acoustic feature vector consisted of the first 12 MFCCs,
along with the log-energy of the spectrum. The approximated
derivatives and double derivatives were also included. In order
to compare performance improvements provided by AV-ASR
to traditional noise-robust ASR, we also implemented a noise-
robust front end utilizing perceptual linear prediction (PLP)
and relative spectral (RASTA) processing, as described in [19]
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TABLE II
OPTIC-ONLY RECOGNITION RESULTS FOR INDIVIDUAL FEATURES,
OBTAINED ON THE AV-ASR DATABASE FROM [12]: f; REPRESENTS THE
RECOGNITION RATE USING THE CORRESPONDING FEATURE WITHOUT
SPEAKER NORMALIZATION, AND fl.N REPRESENTS THE RECOGNITION
RATE FOR THE FEATURE WITH SPEAKER NORMALIZATION

Parameter H Rec. Rate for f; | Rec. Rate for fiN

X 13.58% 31.42 %
Y 23.73% 43.24 %
e 22.04% 37.09 %
hy 13.08% 18.12 %
hs 27.19% 39.38 %
au 11.72% 17.52 %
a 25.68% 34.73 %

and [20]. The code for implementing RASTA-PLP feature
extraction was obtained from [21].

In order to use early integration of the audio and optic
information streams, the optic features were upsampled and
linearly interpolated. The upsampled optic signals were then
low-pass filtered to eliminate high-frequency effects. Thus, the
audio and optic signals could be windowed with equivalent
window lengths and fused easily. The resulting feature vectors
thus included both the acoustic and optic features in a single
vector. For example, for AV-ASR using MFCCs including the
approximated derivatives and double derivatives, which results
in a 39-element acoustic vector, and using the I's model,
which results in a three-element optic vector, the final AV-ASR
observation vector is composed of 42 elements.

Due to the relatively limited amount of data in the database,
a bootstrapping technique was used to test the AV-ASR system.
Each word was included in each of the ten takes by each of
the ten speakers. Therefore, we trained the system using nine
of the ten takes and tested on the excluded take. This process
was repeated ten times in order to test all data files. The final
performance was obtained by averaging the recognition rates
over the ten takes.

B. Optic-Only Recognition Performance of Individual
Model Parameters

The AV-ASR system described in Section V-A was tested
using each of the individual parameters included in the I's, I's,
and I'p lip contour models as a 1-D optic feature vector. The
word recognition accuracy was recorded for each parameter,
and the results are shown in Table II.

As can be concluded from Table II, there is a large dis-
crepancy between the performance of the various individual
parameters in optic-only word recognition. Parameters sup-
plying information regarding the vertical opening of the lips
provide better performance than those parameters supplying
information about the horizontal opening. Additionally, param-
eters specifically providing information about the lower lip
provide better performance than those parameters supplying
information about the upper lip. Finally, it can be concluded
that the proposed speaker normalization technique improves the
performance for each of the features.
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TABLE III
OPTIC-ONLY RECOGNITION RESULTS FOR MODEL FEATURE VECTORS,
OBTAINED USING THE AV-ASR DATABASE FROM [12]

Model H Feature Vector ‘ Recognition Rate
I's {X,Y,0} 26.98 %
I's {X,h1,h2} 34.04 %
I'p {Y, X, ay,a;} 37.28 %
ry {x¥,y¥ oM} 57.27 %
ry {X¥ Y, 8} 59.29 %
r¥ {YN x¥ ol o', 0"} 61.17 %

C. Optic-Only Recognition Performance of Model
Feature Vectors

The AV-ASR system described in Section V-A was then
tested using each of the feature vectors introduced by the I's,
I's, and I" p lip contour models, as well as their normalized ver-
sions. The optic-only word recognition accuracy was recorded
for each feature vector, and the results are shown in Table III.

As can be concluded from Table III, the I' p model provides
superior word recognition results to both the I's and I's models.
Additionally, it can be concluded that the proposed speaker
normalization technique improves the recognition rate of the
optic-only system for each high-level model discussed. The
best recognition performance was reported for the normalized
parabolic model I'Y.

D. Performance of AV-ASR Systems With Simple High-Level
Feature Models and Speaker Normalization in Noise

The overall AV-ASR system was tested across a range of
SNR values of the input acoustic signal and across a range
of weights for the optic and acoustic streams within the back-
end recognition engine. These information stream weights in an
AV-ASR system control the amount of weight placed on either
the acoustic or optic observation features during the recognition
process [4]. The system was tested using the three high-level
lip contour models discussed in Sections II-C, II-D, and III, as
well as the normalized versions of these models. The resulting
performance of the system with each of the models is shown
in Table IV. Note that the SNR value is calculated, with the
acoustic signal power being the square of the peak clean signal
measure and with the noise power being the mean square value
of additive white Gaussian noise (AWGN).

For the results obtained in Table IV, word recognition tests
were performed for each SNR level at acoustic stream weights
within the range A\, € [0,1] and at increments of 0.1. There-
after, the maximum performance was chosen for each level of
SNR from among these word recognition rates. A detailed dis-
cussion of the effect of stream weights on AV-ASR performance
can be found in [4].

In Fig. 4, the word recognition rates of the AV isolated-word
recognition system are shown graphically for the proposed
model and speaker normalization technique. In comparison, the
baseline systems of acoustic-only ASR, and AV-ASR using the
I'; model, are also plotted. Note that the results shown for
the 'y model are similar to those given in [12].
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TABLE 1V
WORD RECOGNITION RATE IN AWGN, OBTAINED ON THE AV-ASR DATABASE FROM [12]: ASR REFERS TO ACOUSTIC-ONLY RECOGNITION, USING
MFCC OR RASTA-PLP FEATURES. I'2 AND I'3 REFER TO AV-ASR, USING THE BASELINE HIGH-LEVEL OPTIC MODELS FROM [7] AND [12],
RESPECTIVELY. I p IS THE PROPOSED PARABOLIC LIP CONTOUR MODEL. Fé\’, Fé\’, AND Fg REFER TO THE NORMALIZED VERSIONS OF THE
PREVIOUSLY MENTIONED MODELS (DESCRIBED IN SECTION IV). NOTE THAT AV-ASR USES MFCC FEATURES FOR THE ACOUSTIC STREAM

s\e@ | o [ s | w0 | 15 [ 20 | 2 [ 30 | 35 | 0

ASR (MFCC) | 9.24% | 13.44% | 28.96% | 40.57% | 58.44% | 76.42% | 89.26% | 93.82% | 96.03%
ASR (RASTA-PLP) || 11.14% | 24.15% | 38.79% | 58.97% | 75.15% | 86.43% | 92.30% | 95.13% | 95.74%
T, 31.48% | 37.45% | AT.13% | 54.66% | 69.60% | 84.34% | 93.28% | 95.65% | 95.80%

Ty 37.57% | 43.85% | 51.74% | 59.36% | 75.24% | 87.58% | 93.61% | 96.15% | 96.10%
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Fig. 4. Word recognition rate of the AV-ASR system operating with various
high-level models. See Table IV caption for details.

As can be interpreted from Table IV, the I'p model pro-
vides improvement over both the 'y and I's models, with the
improvement over the I's model being greater. Additionally,
the speaker normalization technique provides improved word
recognition when applied to each of the high-level models
discussed. The best overall performance was obtained using
the normalized parabolic model. The I'Y model can achieve a
recognition rate of 93.22% at SNR = 25 dB, while the baseline
I'y model achieves a similar rate at approximately SNR =
30 dB. The baseline acoustic-only ASR system achieves similar
performance at approximately SNR = 35 dB. In comparison
with traditional noise-robust ASR using PLPCC and RASTA
processing, the proposed AV-ASR system provides superior
performance, particularly for low levels of speech signal SNR.

VI. CONCLUSION

This paper focuses on low-complexity lip contour models
used for high-level optic feature extraction in noise-robust
AV-ASR systems. The proposed model I'p is shown to pro-
vide improved AV isolated-word recognition relative to the lip
contour models introduced in [7] and [12]. Additionally, the
proposed model does not depend on the accurate estimation of

specific facial points, as do the I's and I's models. Thus, the
proposed model is applicable in the scenario of missing or noisy
data, when other models may fail.

Additionally, this paper introduces a low-complexity speaker
normalization technique that requires no training. The speaker
normalization technique is shown to provide improved perfor-
mance when applied to each of the high-level feature models
discussed. The best overall performance of the AV-ASR system
was obtained using the normalized parabolic model Fg .

Future work includes analyzing the proposed model and
speaker normalization method within a more realistic contin-
uous AV-ASR system. Such studies are currently limited by the
lack of publicly available AV-ASR databases.
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