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Abstract of the Dissertation
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The effects of age, sex, vocal tract configuration, and prosody on the glottal

excitation signal in speech are only partially understood, yet understanding these

effects is critical to better human speech production models and for improving

speech processing applications.

This dissertation evaluates the dependencies of voice source measures on age,

sex, vowel context, and prosody. A formula to extract spectral voice source mea-

sures by compensating for the influence of formant frequencies is derived and

then used to analyze 3145 utterances spoken by 335 native talkers of Ameri-

can English ranging in age between 8 and 39 years old. The measures analyzed

are: the fundamental frequency (F0), the difference between the first two source

spectral harmonic magnitudes, H∗
1 −H∗

2 (related to the open quotient), and the

difference between the magnitudes of the first source spectral harmonic and that

of the third formant peak, H∗
1 − A∗

3 (related to source spectral tilt). Asterisks

indicate that the measures are corrected for the influence of the vocal tract trans-

fer function. Experimental results show that these three measures are dependent

to varying degrees on age, sex, and vowel. The statistical significance of these

xxi



results is shown and there seem to exist interdependencies for certain voice source

measures.

A pilot study is then conducted to assess the dependencies of five voice source

measures F0, Ee (maximal glottal flow change, related to voice source intensity),

Rk (symmetry/skew of the glottal airflow), H∗
1−H∗

2 , and LIN (spectral linearity,

related to source spectral tilt) on three prosodic events: lexical stress, pitch

accent, and boundary tone. The study analyzes the speech of one male and two

female talkers of American English using a sentence pronounced with different

prosodic events. Results show that lexical stress and an increase in tone (F0)

both yield an increase in loudness/intensity and in high-frequency components

of the voice source signal, which could be attributed to a tenser voice. The voice

source measure H∗
1 −H∗

2 , however, was affected only by stress and not by pitch

accent.

A better knowledge of the dependencies of voice source measures on age, sex,

vowel context, and prosody will help in the estimation of a talker’s age and sex,

and the detection of prosodic events and emotion in human speech.
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CHAPTER 1

Introduction

1.1 Overview and Motivation

For almost half a century, research has been conducted on the nature of the

glottal voice source signal, and glottal source measures have been estimated using

various procedures and algorithms. In the past, the voice source signal was mainly

studied in the context of text-to-speech synthesis and speech coding systems in

the field of engineering. Recent studies [SV96, SVP97, FKL00] have shown that

a relationship exists between the acoustic measures of the glottal voice source

signal and perceptual voice quality.

The main challenge in estimating voice source measures is the accurate esti-

mation of vocal tract resonances and their bandwidths which is yet an unsolved

problem. Because of the complexity of the inverse-filtering task, a few studies

have successfully applied voice source measures in practical applications such as

speaker identification [PQR99], speech synthesis [GC02], speech analysis and syn-

thesis [CM95], speech coding [SPC97], and speech enhancement [YFL99]. Most

applications, however, do not use information about the voice source.

A better knowledge of the relationship between acoustic measures that char-

acterize the voice source and speaker properties such as sex and age, context or
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sound type, and prosodic features such as tones and boundaries, would improve

our understanding of the human speech production mechanism. This knowledge

would also help improve voice analysis for a variety of speech processing applica-

tions.

The goal of this research is to develop an approach for extracting voice source

measures reliably, and to do subsequent analysis of those measures to unravel

dependencies on age, sex, vowel context, and prosodic features.

1.2 Speech production

The human voice production mechanism can be divided into three parts: lungs,

vocal folds, and vocal tract. A schematic diagram of the human vocal mechanism

is shown in Figure 1.1. Air pressure from the lungs causes air to flow through

the glottis, which is the airspace between the vocal folds. The vocal folds are two

masses of flesh, ligament, and muscle, which stretch between the front and back of

the larynx (colloquially known as the “voicebox”). Depending on the adduction

or abduction of the vocal folds, they are in different vibratory modes (voiced

sounds) or are not vibrating at all (unvoiced sounds). For voiced sounds, the

vocal folds open and close quasi-periodically and thus convert the glottal air flow

(air volume velocity) into flow pulses, called the voice source signal. The voice

source signal then passes through the vocal tract, which begins at the glottis and

ends at the lips. The vocal tract acts as a body with resonances (called formant

frequencies) and anti resonances (or zeros). It functions as an acoustic filter that

shapes the spectrum of the sound. The various speech sounds are produced by

adjusting both the shape of the vocal tract as well as the voice source signal. In

this dissertation, only voiced sounds are analyzed.
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Figure 1.1: Speech production of voiced speech. Air pressure from the lungs produces

vibration of the vocal folds, which results in a quasi-periodic pulse-shaped voice source

signal. The voice source signal excites the vocal tract, which acts as a resonance body

enhancing and attenuating certain frequencies, and voiced speech is produced (from

[Ber02]).

1.2.1 The linear source-filter model of speech production

In the linear source-filter model of speech production, described in [Fan60, Fla72],

the glottal excitation acts as the source and the vocal tract acts as the linear filter.

The speech pressure waveform measured by a microphone in front of the lips can

be approximated by the time derivative of the volume velocity signal [RS78].

Because of the assumed linearity of the source-filter model, this lip radiation

effect can be included in the source signal of the linear source filter model, i.e.

the source function is represented by the derivative of the glottal flow volume
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velocity. Figure 1.2 shows the integration of lip radiation into the linear source

filter model. From filter theory we know that the output of a linear filter is the

convolution of the filter impulse response with the input signal, hence:

s(t) = u(t) ? h(t), (1.1)

where ? is the symbol for convolution, u(t) is the glottal flow derivative, h(t)

is the vocal tract impulse response, and s(t) is the resulting speech signal.

Speech signal

/a/F1

F2

F3

/a/F1

F2

F3

Lip

Radiation

Glottal flow

Glottal flow derivative

Source signal Filter

f
|.|

f
|.|

VT

VT

Figure 1.2: The linear source-filter model of speech production. Lip radiation acts

as a derivative of glottal airflow and can be integrated into the source: Without (top)

and with (bottom) integration of the lip radiation effect into the source. The box

representing the vocal tract (VT) filter shows the vocal tract frequency response with

the resonance frequencies (formants) F1, F2, and F3.

Consequently, the convolution in the time domain results in a multiplication

in the frequency domain, hence:

S(f) = U(f) ·H(f). (1.2)

The linear source-filter model of speech production makes the simplifying
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assumptions that the source and vocal tract can be modeled as linear filters

and that they are independent and linearly separable. In reality there exists an

interaction between the voice source signal and the vocal tract, especially for

low-frequency formants. There exist several models of speech production which

take this interaction into account. Most of these models are based on the non-

linear two-mass mechanical model by [FI78]. More information on source-tract

interaction can be found in [FL85] and [Chi94]. Because of its simplicity, the

linear source filter model, which is used in this dissertation, is the commonly

used model of speech production.

1.2.2 The voice source signal

The voice source signal is usually represented by the glottal airflow volume veloc-

ity or its derivative. In voiced speech the vibration of the vocal folds modulates

the airflow from the lungs. One vibratory cycle is generated as follows: Air

pressure from the lungs forces the vocal folds to open - their tension increases.

As the airflow velocity through the glottis increases, the pressure at the glottis

decreases (Bernoulli’s Principle). The combination of pressure decrease and vo-

cal fold tension increase causes the vocal folds to shut close abruptly, and then

the cycle starts again. The duration of one cycle is called the fundamental pe-

riod (T0) and its frequency domain equivalent is called the fundamental frequency

(F0 = 1/T0). F0 is sometimes also referred to as “pitch frequency” or “pitch”.

In singing, the tone height is defined by F0 and in normal speech, changes in F0

provide additional information to the spoken text; for example, varying F0 can

indicate the end of a sentence, a speaking turn, or if the sentence is a question

or a statement (see Section 1.5). The human voice source production changes

for boys between the ages of about 9 and 12 years due to physiological growth
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of the larynx (“Adam’s apple”) and the vocal folds: Adult males have thicker

vocal folds with a length of about 15 mm, about 2 mm longer than adult females,

which results in lower F0 values for males.

Early models of the voiced source signal used a simple impulse train. More re-

cent studies model the shape of the glottal airflow or its derivative in the time do-

main [Hol73, Ana84, Hed84, FLL85, KK90, Ros71]. Several parametric time do-

main voice source models have been proposed in the literature to represent glottal

flow, or its derivative. Among them are the Rosenberg [Ros71], the Liljencrants-

Fant [FLL85], the KLGLOTT88 [KK90] and [LS99], and the R++ model [Vel98].

Each model has its own set of four to five parameters. Frequency domain rep-

resentations of those models, some of them are presented in [Fan95] and [Dd99],

can be helpful in the parameter optimization/estimation process. A promising

approach to studying the voice source excitation as a mixed causal/anticausal

low-pass filter with a spectral glottal peak is presented in [DdH03]. The authors

claim that their approach facilitates the estimation of voice quality. A historical

survey of glottal models for digital speech processing can be found in [CC95]. In

this dissertation, the Liljencrants-Fant (LF) model is used.

The LF model approximates the glottal flow derivative and is shown in Fig-

ure 1.3. The model distinguishes between open phase (vocal folds are open),

return phase (folds are closing), and closed phase (folds are closed, no airflow

through the glottis). The basic equations for the open phase (E1(t)) and the

return phase (E2(t)) in continuous time are:

E(t) =





E1(t) = E0e
αt sin(ωgt) (0 ≤ t ≤ Te)

E2(t) = (−Ee

εTa
)[e−ε(t−Te) − e−ε(Tc−Te)] (Te < t ≤ Tc).

(1.3)

Parameters are the growth factor α, the amplitude scaling factor E0, the expo-
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TeTp T0
Tc t

Ta

u(t)

-Ee
Open phase Closed phaseReturn phase

Figure 1.3: The LF model for the glottal flow derivative and its parameters: instant

of maximum airflow (Tp), instant of maximum airflow derivative (Te), effective dura-

tion of return phase (Ta), beginning of closed phase (Tc), fundamental period To, and

amplitude of maximum excitation of glottal flow derivative (Ee).

nential time constant of the return phase ε, the duration of the return phase Ta,

the instant of glottal closure Tc, the instant of maximal glottal flow derivative Te,

and Ee, which is the magnitude of the signal at time Te. Defining the instant of

maximal glottal airflow as Tp, ωg is then defined as ωg = π
Tp

.

Figure 1.4 depicts an idealized power magnitude spectrum of the voice source

signal representing the derivative of the glottal flow volume velocity. Since voiced

sounds have a nearly periodic time domain source, their spectrum displays a

nearly harmonic frequency domain structure with harmonics at multiples of F0.

The spectral tilt of the glottal flow derivative is typically about -6 dB per octave.

The figure also shows the first two source spectral harmonic magnitudes H∗
1 and

H∗
2 (in dB) and the asterisks indicate that the measures are calculated from the

source spectrum (without vocal tract information).
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|U(f)|
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Figure 1.4: Power magnitude spectrum of an idealized voice source signal representing

the derivative of the glottal flow volume velocity. H∗
1 and H∗

2 are the first two source

spectral harmonic magnitudes (in dB) at frequencies F0 and 2F0. The asterisks indicate

that the magnitudes are measured from the source spectrum and therefore have been

corrected for the effect of vocal tract resonances.

1.2.3 The vocal tract

In speech production, the main purpose of the vocal tract is to spectrally “color”

the voice source, which is important for making perceptually different speech

sounds: For example the vowel /ae/ as in “bat” has different formants than

the vowel /uw/ as in “boot”. Another purpose of the vocal tract is to produce

sound sources for unvoiced sounds either by constricting the air flow and creating

turbulence, as in the fricative /f/, or by stopping and suddenly releasing the air

flow, as in the plosive /p/.
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The shape and cross-sectional profile of the vocal tract is adjusted by articu-

latory motion, which includes manipulating the tongue, lips, velum, mouth and

lower jaw. The vocal tract shape determines the sound energy transfer function

from the glottis to the lips and can be described in terms of resonances (for-

mants) and anti resonances. Each formant is described by its resonance frequency

(formant frequency) and its resonance bandwidth (formant bandwidth). Certain

sounds, especially nasals like the “m” in “meet”, produce anti-resonances, called

zeros, where energy is trapped in the vocal tract. The lowest formant frequency

is called the first formant (F1), the second lowest formant frequency is called the

second formant (F2), and so on. For example in [PB52] it was found that the

vocal tract resonance frequencies averaged over all their male talkers of American

English for the vowel /a/ as in “Bob” were at 730 Hz, 1090 Hz, and 2440 Hz.

Given this information we can set F1 = 730 Hz, F2 = 1090 Hz, and F3 = 2440 Hz,

with F1 < F2 < F3 < .... Each formant has a corresponding bandwidth, B1 (first

formant bandwidth), B2 (second formant bandwidth), etc., in Hz, which repre-

sents the resonance damping factor (e.g. vocal tract wall losses, thermal losses,

etc.); a larger damping factor results in a wider (larger) bandwidth. Figure 1.5

shows the simplified power magnitude spectrum of an idealized vocal tract with

the three formants F1, F2, and F3. Recall that fundamental frequency F0 is re-

lated to the source signal while the formant frequencies F1, F2, etc. are related

to the vocal tract.

In the discrete frequency domain, the vocal tract is typically modeled as a

linear filter with a transfer function H(z) = B(z)/A(z), where poles of H(z)

(A(z)=0) model resonances of the vocal tract (formants), and zeros of H(z)

(B(z) = 0) model anti-resonances of the vocal tract (zeros). This dissertation

mainly examines vowels which can be characterized by prominent resonances in

their spectra. Hence, to represent the vocal tract transfer function we used the
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|H(f)|

(dB)
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Figure 1.5: Simplified power magnitude spectrum of an idealized vocal tract. H(f)

is the vocal tract transfer function. The three formants F1, F2, and F3 are shown.

autoregressive (AR) transfer function which has only poles. In the z-domain, the

transfer function is:

H(z) =
B

1−∑p
k=1 akz−k

, (1.4)

where p is the filter order or number of poles, ak is the k-th AR coefficient,

and B is a constant.

In order to generate a real (non-complex) speech signal, each formant has

to be represented by a complex conjugate pole pair: e.g. three formants would

require an AR model of order p = 6, i.e. three complex-conjugate pole pairs.

Typically, below 3500 Hz, there are about three formants [RJ93].

1.2.4 The speech signal

Applying the linear model of speech production with Equation 1.2, the speech

spectrum S(f) in Figure 1.6 is the product of its source spectrum U(f) (Fig-
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(dB)
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Figure 1.6: Power magnitude spectrum of an idealized speech signal. Spectral har-

monic magnitudes H1 and H2 (in dB) at multiples of F0. Formant frequencies F1

to F3 (in Hz) with their magnitudes A1 to A3 (in dB). Graph is simplified: formant

frequencies are not necessarily at multiples of F0.

ure 1.4) and its vocal tract transfer function H(f) (Figure 1.5) for an idealized

voiced speech signal. The periodicity (T0 = 1/F0) of the voice source signal

results in spectral harmonic peaks at multiples of F0: H1 and H2 are the mag-

nitudes in dB of the first and second spectral harmonic peaks, respectively. The

resonances of the vocal tract result in spectral formant peaks at frequencies F1

(first formant frequency), F2 (second formant frequency), etc., in Hz.
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1.3 Recovering the voice source signal from the speech

signal

To recover glottal source measures (i.e. the voice source signal) from the acoustic

speech signal, vocal tract resonances need to be removed by an “inverse filter-

ing” process. Assuming the linear source-filter model as the underlying model for

speech production facilitates inverse filtering, which was first presented by Miller

in [Mil59], who applied analog electronic filters to cancel the two lowest formants

and the lip radiation effect from the speech pressure waveform captured by a mi-

crophone. Rothenberg [Rot73] introduced a different inverse filtering technique

that measures the air flow at the mouth and nose with a special mask. This

method allows the estimation of absolute flow values, including the DC com-

ponent, as opposed to the inverse filtering of the pressure signal captured by a

microphone, which loses the absolute zero level of flow due to the lip radiation

effect. The flow measurement mask is also less sensitive to low-frequency noise

and the mask’s frequencies are band limited at approximately 1.6 kHz [HG92].

For all recording equipment, be it mask or microphone, it is important that its

frequency magnitude response is flat and its phase response is linear from very

low frequencies up to high frequencies. Compared to analog filtering, digital

sampling, storage, and filtering techniques provide obvious advantages over ana-

log techniques, since they are flexible, repeatable, easy to implement, and cause

no phase distortion. Because of these advantages, today, digital inverse filtering

methods are almost always used. For sampled signals, the linear source filter

model of speech production equations can be written as follows:

s(n) = h(n) ? u(n),
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where “?” stands for convolution, n is the sample index, s(n) is the sampled

(digital) speech signal, h(n) is the digital impulse response, and u(n) is the digital

source signal. Transferred into the z-domain with the z-transform (ZT ) and

knowing that convolution in the time domain corresponds to multiplication in

the frequency domain, this yields:

S(z) = ZT {s(n)} = H(z) · U(z) =
B

A(z)
· U(z),

where S(z), H(z), and U(z), are the z-transformed s(n), h(n), and u(n), respec-

tively. Assume that an estimate of the vocal tract transfer function (H̃(z) = B̃
Ã(z)

)

is known. Then, inverse filtering is:

Ũ(z) = S(z) · Ã(z)

B̃
= S(z) · 1−∑p̃

k=1 ãkz
−k

B̃
.

Once Ũ(z) is found, an estimate of the voice source signal in the time domain,

ũ(n), can be calculated via inverse z-transform we have:

ũ(n) = ZT −1 {U(z)} .

The inverse-filtering challenge is to find a good estimate of the vocal tract filter

parameters B̃, ãk, and filter model order p̃, given only the speech signal s(n) and

S(z). To find vocal tract filter parameters, typically a linear predictive coding

based analysis is applied [HG92]. However, more accurate results can usually

be achieved with the method of discrete all-pole modeling (DAP) introduced by

[EM91]. DAP uses a cost function which is based on the Itakuro-Saito distance

evaluated at the discrete frequencies of the signal power spectrum. A recent

publication which uses the DAP method in combination with a code book of

source functions, generated with the LF model, and an iterative optimization

algorithm is described in [FMS01]. These approaches to obtaining the glottal

flow waveform are computationally expensive, and often need manual correction
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and tuning. Instead of trying to estimate the time domain parameters of the

source models, researchers can study acoustic measures which are correlated with

these parameters. This typically involves analyzing the harmonic frequencies in

the speech spectrum, such as the magnitudes of the first two spectral harmonics

of the source spectrum, located at the fundamental frequency F0 and at 2F0, and

the spectral magnitude of various formant peaks. This is less computationally

intensive and less prone to error than finding the glottal flow waveform, and is

therefore suited for analyzing the extensive amount of data needed for a reliable

statistical evaluation. Spectral harmonics, however, are affected by both the

source characteristics and by vocal tract resonances (formants). Hence, if one

needs only to characterize the voice source signal properties, then the influence

of vocal tract resonances, or formant frequencies, need to be compensated for

[Mar65, Fan82, Fan95, Han95].

1.4 Voice source measures

Voice source measures can be either voice source model parameters, such as the

source measures derived from the time domain F0(= 1/T0), Ee, and Rk, or the

source measures derived from the frequency domain H∗
1−H∗

2 , H∗
1−A∗

3, and LIN .

The frequency domain source measures are explained below.

The time domain source measures F0(= 1/T0), Ee, and Rk are LF model

parameters or derived from LF model parameters shown in Figure 1.3 [FLL85].

Ee relates to the spectral intensity and is measured as the amplitude of the

negative peak of the differentiated glottal pulse. This value is equivalent to the

amplitude at the point of maximum discontinuity in the glottal waveform for Rk

values up to 0.54. Rk = Te−Tp

Tp
is the ratio of the closing phase to the opening phase

of the pulse and is related to the glottal symmetry. Another value which can be
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derived directly from the LF model parameters is the open quotient OQ = Te/T0.

The frequency domain source measures H∗
1 −H∗

2 , H∗
1 −A∗

3, and LIN are cal-

culated from the voice source spectrum, where H∗
1 −H∗

2 is the difference between

the first two source spectral harmonic magnitudes and H∗
1 − A∗

3 is the difference

between the magnitudes of the first source spectral harmonic and the magnitude

of the source spectrum at the frequency location of the third formant (F3). The

asterisk denotes that the measure has been corrected for the influence of vocal

tract resonances, thus it is a source measure. LIN is the spectral linearity of the

voice source spectrum and is calculated as the correlation coefficient of a linear

regression analysis. The larger LIN is, the better the voice source dB-spectrum

would fit to a line, the smaller the source spectral tilt, and more high-frequency

components can be found [Eps02].

It was shown that H∗
1 −H∗

2 is correlated with OQ [HHP95], though [HdD01]

showed that H∗
1 −H∗

2 is dependent on both OQ and the ratio αm = Tp/Te, which

they called “asymmetry coefficient”. In [Han97] it was found that H∗
1 − A∗

3 is

correlated with the source spectral tilt.

Table 1.1 shows a compilation of voice source measures and their perceptual

voice quality correlates (if stated in the literature). Note that recent studies have

shown that perceived voice quality depends on a combination of more than one

parameter [GC99].

Some of these voice source measures are correlated and variations over longer

segments of voiced speech, such as shimmer and jitter are also very important

voice quality indicators [KK90].

The term ’voice quality’ refers to the perceptual impression related in part

to the different modes of phonation, i.e. the different movement patterns of the

vocal folds at the glottis. The three main types of phonation are modal, breathy,
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Name and description Perceptual

correspon-

dence

F0 Fundamental frequency: Frequency of glottal

vibration cycle

Height of the

voice, prosody.

Ee Excitation strength: The amplitude of max-

imum negative flow derivative [FLL85].

Related to voice

intensity, loud-

ness.

Rk Glottal symmetry/skew: The ratio of the

closing phase to the opening phase of the dif-

ferentiated glottal flow [FLL85].

Related to

breathiness.

H∗
1 −H∗

2 The difference between the first two source

spectral harmonic magnitudes [Han97].

Related to

breathiness.

H∗
1 − A∗

3 The difference between the first source spec-

tral harmonic magnitude and the source

spectral magnitude at the frequency location

of the third formant [Han97]. This measure

is related to source spectral tilt.

Related to the

perception of a

“weak” or “dull”

voice.

LIN Spectral linearity: Correlation coefficient of

a linear regression analysis of the source mag-

nitude spectrum [Eps02]. This measures

is related to high-frequency energy and in-

versely related to source spectral tilt.

Related to the

perception of a

”weak” or ”dull”

voice.

Table 1.1: Description of voice source measures used in this dissertation and corre-

spondence to perceived voice quality.
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and creaky [CG97]. A modal voice has small high-frequency components. The

vibration of the vocal folds is periodic with a full closing of the glottis, therefore

no audible friction noise is produced when air flows through the glottis. However,

even in perceived modal voice, incomplete closure can be common, particularly in

female speech. Breathy voice quality implies that a relatively large amount of air

is used during phonation. Usually when there is breathy phonation, the glottis

does not fully close during vocal fold vibration. In creaky phonation the vocal

folds are strongly adducted and are of weak longitudinal tension. The frequency

of vibration (F0) is usually low. There are many more descriptions of voiced

sounds, such as harsh, pressed, tense, and lax, to name a few [CG97].

1.5 Prosody and prosodic features

In connected speech, prosody serves both as a grouping function and a prominence-

marking function. The groupings of words into phrases are indicated by prosodic

boundaries, whereas the prominence of a word within a phrase is marked in En-

glish by a change in F0 patterns (pitch accent, phrase focus, focal pitch accent)

and the prominence of a syllable within a word is marked by lexical stress. English

is a stress language that specifies one syllable in a word to have primary word

stress. In general it is the primary stressed syllable that is pitch-accented when

the word of interest is the focus of a phrase. Prosody conveys important infor-

mation for understanding connected speech on word, phrase, and content levels.

On the word level, the meaning of a word can be changed by placing the primary

stress on a different syllable. For example, the word “subject” (stressed syllables

are underlined) is a noun and means “topic” or “theme”, whereas “subject” is

a verb and means “to bring something under control”. On the sentence level,

pitch accent puts the focus on a word in a sentence. For example the declarative
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sentence “John owns a car.” could mean that John does not rent the car, or

“John owns a car” could mean that the conversation is about John’s car and not

his bike (pitch-accented words are in bold). In this dissertation, we analyze the

following prosodic features: lexical stress, pitch accent, and boundary tones.�������� �������	 
���
���������	 
�����
 �������	 
��
���������	 
����
 ���� 
��
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Figure 1.7: Prosodic features: tree diagram for lexical stress and pitch accent (PA, or

accent). Note that unstressed syllables are always unaccented and that pitch-accented

syllables are always stressed.

Figure 1.7 shows the prosodic features for stress and pitch accent as leaves

of a tree diagram. Speech is analyzed on a syllable level. Syllables can either

be stressed or unstressed. Stressed syllables can either be (pitch) accented or

unaccented. Note that unstressed syllables are always unaccented and that pitch-

accented syllables are always stressed. Pitch accent manifests itself in a change

in F0 (pitch) on the accented syllable compared to the adjacent syllables. F0 can

either be low (L*) or high (L*); a low tone or a high tone. The asterisk in L* and

H* stands for accentedness and should not be confounded with the asterisk in H∗
1 ,

H∗
2 , and A∗

3. Prosodic labeling guidelines are know as ToBI (Tones and Break
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Indices) labeling guidelines and can be found in [BE97]. ToBI is a system for

transcribing the intonation patterns and other aspects of the prosody of English

utterances. There exist more possibilities for labeling pitch accent, such as rising

F0 (R*), but here we focus only on L* and H*.

1.6 Dissertation outline

The dissertation is organized as follows.

Chapter 1 introduces the reader to the human speech production process.

Chapter 2 presents a formula to correct for vocal tract resonances without

doing explicit inverse filtering. The correction formula is evaluated on synthetic

and naturally-produced speech.

Chapter 3 applies the correction formula presented in Chapter 2 in order to

analyze the dependencies of the voice source measures F0, H∗
1 −H∗

2 , and H∗
1 −A∗

3

on age, sex, and vowel context.

Chapter 4 analyzes the dependencies of voice source measures on prosodic

features, such as lexical stress, pitch accent, and boundary tones. It applies the

correction formula from Chapter 2 to calculate the voice source measure H∗
1 −H∗

2

from a prosodically labeled speech corpus. Additional voice source measures, F0,

Ee, Rk, and LIN , are extracted using explicit inverse filtering.

Finally, Chapter 5 presents a summary of the dissertation and future research

directions.
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CHAPTER 2

A formula to correct for the

influence of vocal tract

resonances

The spectral magnitude of the speech signal is the result of interactions from

the voice source and the vocal tract. When analyzing the voice source, vocal

tract influences need to be removed from the speech signal. In this chapter, we

introduce a formula to correct for the influence of vocal tract resonances. The

formula, introduced in [IA04], requires no explicit inverse-filtering techniques and

in addition to the fundamental frequency (F0) and F1, used for the correction in

[Han95], the formula can take into account the frequency and bandwidth of any

formant. The algorithm operates in the frequency domain, and hence does not

have the time domain filtering delay and filter ringing issues. It is not restricted

to non-high vowel signals and to signals with low fundamental frequency. After

the presentation of the formula, its derivation is shown. The formula is then

applied to estimate source spectral harmonics of synthetic and naturally-produced

vowels and error and sensitivity analysis are performed. The formula appears to

accurately estimate harmonic magnitudes for synthetic and naturally-produced

vowel sounds.
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2.1 Derivation of the correction formula

The derivation of the correction formula presented in this section is based on the

linear source-filter model of speech production [Fan60]. The correction formula

removes the effects of the formants on the magnitudes of the source spectrum.

This is done by subtracting the amount by which the formants boost the spectral

magnitudes. Theoretically, if the formant frequencies and their respective band-

widths are known exactly and the linear source-filter model is applicable, then

the corrected spectral magnitudes would represent the actual magnitudes of the

source spectrum. Assuming a vocal tract all-pole model, the normalized transfer

function T (s) with N formants can be written as

T (s) =
N∏

i=1

σ2
i + Ω2

i

(s− (σi + jΩi))(s− (σi − jΩi))
. (2.1)

The numerator of T (s) is normalized such that T (s = 0) = 1. si = σi + jΩi,

σi = −πBi, Ωi = 2πFi, where Bi and Fi are the i-th formant bandwidth and

frequency, respectively. Note that each vocal tract resonance frequency (formant)

is modeled with a complex conjugate pole pair.

Assuming that the axis s = jΩ lies in the region of conversion (ROC), the

Fourier Transform of the magnitude of Eq. 2.1 becomes

|T (jΩ)| =
N∏

i=1

∣∣∣∣
σ2

i + Ω2
i

σ2
i + Ω2

i − Ω2 + j2σiΩ

∣∣∣∣ ,

|T (jΩ)|2 =
N∏

i=1

(σ2
i + Ω2

i )
2

(σ2
i + Ω2

i − Ω2)2 + (2σiΩ)2
.

Using the definitions of σi and Ωi produces

|T (f)|2 =
∏N

i=1
(π2B2

i +4π2F 2
i )2

(π2B2
i +4π2F 2

i −4π2f2)2+16π4B2
i f2 .
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Finally, the total contribution of N formants to the vocal tract power spectrum

at frequency f is

|T (f)|2 =
N∏

i=1

((Bi/2)2 + F 2
i )2

((Bi/2)2 + F 2
i − f 2)2 + B2

i f
2
. (2.2)

For Bi ¿ Fi the term (Bi/2)2 is often neglected [Fan95]. In this dissertation,

however, we will account for the bandwidth.

The aforementioned analysis was done in the continuous frequency domain.

For sampled signals (sampling frequency Fs) the contribution of N formants to

the vocal tract transfer function can be written in the z domain as

T (z) =
N∏

i=1

1− 2<(zi) + |zi|2
(z − zi)(z − z∗i )

, (2.3)

where T(z) is normalized so that |T (z = 1)| = 1. zi = rie
jωi with ωi = 2πFi/Fs.

Assuming that the unit circle z = ejω lies in the ROC, the Fourier Transform

of the squared magnitude of Eq. 2.3 becomes

|T (ω)|2 =
∏N

i=1

(1−2ri cos(ωi)+r2
i )

2

(1−2ri cos(ω−ωi)+r2
i )(1−2ri cos(ω+ωi)+r2

i )
, (2.4)

with ri = e−πBi/Fs and ωi = 2πFi/Fs.

Eq. 2.4 specifies the amount by which the spectral magnitude at a particular

frequency, ω, is boosted by the effects of formants located at frequencies ωi.

Therefore, to obtain the source spectral magnitudes, the effects of the formants

need to be subtracted from the magnitudes of the speech spectrum as

H∗(ω) = H(ω)−
∑N

i=1 10 log10
(1−2ri cos(ωi)+r2

i )
2

(1−2ri cos(ω+ωi)+r2
i )(1−2ri cos(ω−ωi)+r2

i )
,

(2.5)

where H(ω) is the magnitude of the actual signal spectrum (in dB) at frequency

ω, N is the number of formants, and H∗(ω) is the corrected magnitude (i.e. the
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magnitude of the source spectrum) at frequency ω. Note that for Bi = 0 and

ω = ωi this formula is undefined.

For example, the corrected magnitude of the first spectral harmonic located

at frequency ω0, where ω0 = 2πF0/Fs and F0 is the fundamental frequency in Hz,

is given by

H∗(ω0) = H(ω0)−
∑N

i=1 10 log10
(1−2ri cos(ωi)+r2

i )
2

(1−2ri cos(ω0+ωi)+r2
i )(1−2ri cos(ω0−ωi)+r2

i )

(2.6)

with ri = e−πBi/Fs and wi = 2πFi/Fs where Fi and Bi is the frequency and

bandwidth of the i-th formant in Hz, respectively, Fs is the sampling frequency

and N is the number of formants to correct for. H(ω0) is the magnitude of the

first harmonic from the speech spectrum and H∗(ω0) represents the corrected

magnitude and should coincide with the magnitude of the source spectrum at ω0.

Note that all magnitudes are in dB.

2.2 Error analysis of the correction formula

To evaluate the accuracy of the correction formula (with and without bandwidth

information) in estimating spectral harmonic magnitudes, H1 and H2, careful er-

ror analysis is performed. All errors are calculated as “estimated” minus “actual”

value, i.e. H1 est −H1 act, H2 est −H2 act, or (H1 est −H2 est)− (H1 act −H2 act).

In Subsections 2.2.1 and 2.2.2 error analysis is done using synthetic single-, and

three-formant vowels, respectively. Specifically, error analysis is evaluated for the

H1−H2 measure. For the synthetic stimuli, the LF voice source signal is filtered

with an all-pole model of the vocal tract. The LF shape is defined by Tp = 0.48,

Te = 0.6, and Ta = 0.05, with Tc = To = 1. Subsection 2.2.3 presents error

analysis results on naturally-produced vowels spoken by three children.
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Analysis errors are calculated for the following cases, when applicable:

• NoC: Without using correction

• F1noB1:With correction for the influence of F1, without using bandwidth

information, that is, by setting Bi = B1 = 0 in Eq. 2.6. Note that when

ω = ωi, the correction yields an infinite value (see Eq. 2.5).

• F1B50: With correction for the influence of F1, setting B1 = 50 Hz

• F1B1est: With correction for F1 using B1 as calculated from Eq. 2.7

• F1B1: With correction for F1, using exact bandwidth information

• F12B12: With correction for F1 and F2, using exact bandwidth informa-

tion for B1 and B2

• F1B1synth: With correction for F1, using formant frequency and bandwidth

information obtained from analysis-by-synthesis

• F12B12synth: With correction for F1 and F2, using formant frequency and

bandwidth information obtained from analysis-by-synthesis

2.2.1 Error analysis for single-formant synthetic signals

Formant correction is applied to single-formant synthetic signals with F0 varying

between 100 and 300 Hz, and F1 between 200 and 800 Hz with constant bandwidth

(B1) of 75 Hz. Since the signals are synthetic, the actual values for H1 and H2

are known and the correction error between the actual and estimated harmonics’

magnitudes can be calculated.

Figure 2.1 compares the H1 − H2 error at F0 = 250 Hz for the cases NoC,

F1noB1, and F1B1. Maximum errors for NoC and F1noB1 occur at F1 = F0 and
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F1 = 2F0, where the absolute NoC error is about 24 dB and the F1noB1 error is

infinite. The error for F1B1 is zero, which is expected.

Figure 2.2 shows the H1 −H2 error for the F1noB1 case as a function of F0

and F1. It can be seen that the maximum error occurs when F1 is close to F0 or

2F0.
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Figure 2.1: H1−H2 error in dB with F0 = 250 Hz and B1 = 75 Hz for synthetic one-

formant signals. The three curves represent: NoC, no correction (solid line); F1noB1,

correction for F1 not using bandwidth information (dotted line); and F1B1, correction

for F1 using exact bandwidth information (dash-dotted line). The maximum NoC error

is about 24 dB. The absolute error for the F1noB1 correction at F1 = F0 and F1 = 2F0

is infinite, and the F1B1 error is zero.
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Figure 2.2: H1 − H2 error in dB using F1noB1 for synthetic one-formant signals.

F0 is between 100 and 300 Hz, F1 is between 200 and 800 Hz, and B1 = 75 Hz. The

maximum error (±∞) occurs at F1 = F0 and at F1 = 2F0 and is capped for display

purposes. The solid line in Figure 2.1 is a vertical cut of this figure at F0 = 250.

2.2.2 Error analysis for three-formant synthetic vowels

The vowels /a/, /i/, and /u/, are synthesized using the first three formant fre-

quencies specified in [PB52]. Formant bandwidths are calculated according to

the formula in [Man98]:

Bi = (80 + 120Fi/5000). (2.7)

These values are shown in Table 2.1.

26



Vowel F1 F2 F3 B1 B2 B3

Male speech

/a/ 730 1090 2440 98 106 139

/i/ 270 2290 3010 86 135 152

/u/ 300 870 2240 87 101 134

Female speech

/a/ 850 1220 2810 100 109 147

/i/ 310 2790 3310 87 147 159

/u/ 370 950 2670 89 103 144

Children speech

/a/ 1030 1370 3170 105 113 156

/i/ 370 3200 3730 89 157 170

/u/ 430 1170 3260 90 108 158

Table 2.1: Formant frequencies [PB52] and bandwidths [Man98] in Hz used to syn-

thesize the three corner vowels appropriate for male, female, and child talkers.

F0 is chosen from the ranges provided by [Bak87]: For male talkers, F0 ranges

between 85 and 154 Hz, for female talkers F0 is between 164 and 256 Hz, and

for children F0 is between 208 and 256 Hz. The sampling frequency (Fs) is at

10 kHz.

For each sex, vowel, and correction method, the minimum, average, and max-

imum absolute estimation errors for |H1−H2| are calculated over the appropriate

range of F0. The results are shown in Table 2.2. F1noB1 introduces the highest

errors especially when F1 is close to F0 or 2F0. For the vowel /a/, on the other

hand, F1noB1 performs similarly to F1B1 because /a/ has a very high F1, which

is greater than 2F0, and hence, the influence of F1 on the first two harmonics
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is small. The errors for F1B1 are lower but are not zero since F1B1 does not

correct for F2 and F3. The highest F1B1 errors are measured for /u/, which has

the lowest F2 of the three vowels.

Vowel Min/Mean/Max Error in dB

(F1 in Hz) NoC F1noB1 F1B1

Male speech (F0: 85-154 Hz)

/a/ (730) 0.57/1.06/1.99 0.20/0.38/0.69 0.20/0.38/0.69

/i/ (270) 3.04/5.58/8.15 0.41/∞/∞ 0.07/0.13/0.23

/u/ (300) 2.66/5.61/9.67 0.00/∞/∞ 0.30/0.56/1.04

Female speech (F0: 164-256 Hz)

/a/ (850) 1.71/2.84/4.73 0.64/1.02/1.63 0.63/1.02/1.63

/i/ (310) 0.14/5.31/12.20 0.08/1.90/7.82 0.21/0.33/0.52

/u/ (370) 0.05/7.29/11.47 0.03/∞/∞ 0.98/1.62/2.67

Child speech (F0: 208-256 Hz)

/a/ (1030) 2.05/2.59/3.25 0.86/1.07/1.33 0.83/1.04/1.30

/i/ (370) 0.36/2.91/5.97 0.01/0.73/2.15 0.29/0.36/0.44

/u/ (430) 4.60/9.59/12.48 0.23/∞/∞ 1.08/1.36/1.71

Table 2.2: Min/Mean/Max |H1−H2| error in dB without correction (NoC), correction

for F1 without bandwidth information (F1noB1), and correction for F1 using bandwidth

information (F1B1). Synthesis included three formants. As a reference, F1 is given in

parentheses for each of the vowels. It can be seen that the errors for NoC and F1noB1

are high when F1 is close to F0 or 2F0. The error for F1noB1 where F1 = F0 or

F1 = 2F0 is infinite.

Figures 2.3 and 2.4 show the absolute |H1 − H2| error as a function of F0

for the methods NoC, F1noB1, and F1B1 for synthetic /a/ and /u/ vowels,
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respectively. Figure 2.3 shows the error for the synthetic female /a/ (F1 = 850 Hz)

where correction without using bandwidth information (F1noB1) works well. As

mentioned earlier, this is due to F1 being much higher than F0 or 2F0, hence,

the first formant does not have a significant effect on the magnitudes of the first

two harmonics. However, for the female /u/ (Figure 2.4), bandwidth information

becomes important in the correction since F1 = 2F0 = 370 Hz when F0 = 185 Hz.

Hence, F1B1 yields significantly better results than F1noB1.
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Figure 2.3: |H1 − H2| error in dB for a three-formant synthetic female /a/ (F1 =

850 Hz, F2 = 1220 Hz, F3 = 2810 Hz) as a function of F0. Error using NoC (solid line),

with F1noB1 correction (dotted line), and with F1B1 (dash-dotted line). In this case,

using bandwidth information is not critical since F1 is much higher than 2F0.

Since it is difficult to estimate bandwidths accurately [HC99], we also compare
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Figure 2.4: |H1 − H2| error in dB for a three-formant synthetic female /u/ (F1 =

370 Hz, F2 = 950 Hz, F3 = 2670 Hz) as a function of F0. Error using NoC (solid

line), with F1noB1 correction (dotted line), and with F1B1 (dash-dotted line). F1B1

performed significantly better than F1noB1 since F1 is quite low. The error for F1noB1

where F1 = 2F0 is infinite.

these results with the F1B50 case, which applies the correction formula using a

constant bandwidth, B1 = 50 Hz. The average absolute errors for the four cases

NoC, F1noB1, F1B1, and F1B50, are shown in Figure 2.5. It can be seen that

the largest error occurs for the high back vowel /u/, since there is no correction

for the low F2. Using exact bandwidth information (F1B1) or using a fixed B1

of 50 Hz improves significantly over F1noB1 for /i/ and /u/, which have low F1.

Interestingly, using a bandwidth estimate of 50 Hz (F1B50) yields similar results
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to using exact bandwidth information. These results imply that for reducing

errors, it is better to use some bandwidth information, even if it is only an

educated guess of the true bandwidth.
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Figure 2.5: A bar diagram comparison of average |H1 −H2| error measurements for

the three synthetic, three-formant vowels (averaged over both sexes, age groups, and

corresponding F0 values.) Results for NoC, F1noB1, F1B1, and F1B50. No error bars

are shown for F1noB1 for /i/ and /u/ since for some values of F0 they can be infinite.

2.2.3 Error analysis for naturally-produced speech

The performance of the correction formula with naturally-produced speech was

analyzed using samples of children’s speech collected in the TBALL project

[TBA04]. The speech signals were recorded with a commercial dynamic mi-

crophone (Shure type SM10A), the sampling frequency was 44.1 kHz with a
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16 bit per sample representation, and the recordings were then low-pass filtered

at 5 kHz. The children had to read text on flash cards presented on a laptop

screen. Recordings of two seven-year old boys were chosen who spoke the single

word “food” and the alphabet letter name “B”. Steady state parts of the vowel

segment /u/ in “food” spoken by “boy 1” and /i/ in “B” spoken by “boy 2”

where then extracted and analyzed. Since none of the commonly-used inverse fil-

tering techniques led to a reliable source estimate against which to calibrate the

new correction formula, the analysis-by-synthesis approach was adopted and the

resulting synthesized signals were then used for calibration. Analysis and synthe-

sis were done “pitch synchronously”, where the instants of glottal closure were

derived from the linear prediction (LP) residual. In the analysis part, for each

recorded signal a few fundamental periods of voiced speech were LP analyzed:

The first four formant frequencies were estimated and their formant bandwidths

were adjusted by hand. Note that the manual estimation of formant frequencies

and bandwidths for children speech is very challenging and prone to error. With

these vocal tract parameters the speech signal was then inverse-filtered to obtain

a first estimate of the LF source parameters. In the synthesis part, the vocal

tract and LF parameters were used to produce a synthetic speech signal. The

parameters were fine-tuned so that the spectral magnitude spectrum of the syn-

thesized signal would match the magnitude spectrum of the recorded signal. To

have a reference point, the magnitude spectrum of the synthesized speech signal

was offset so that H1 of the synthesized signal was equal to H1 of the recorded

signal. Table 2.3 shows the LF source and vocal tract parameters obtained from

analysis-by-synthesis of the children’s speech and a comparison between the ac-

tual and the synthesized speech spectrum for “boy 1” for frequencies up to 5 kHz

is shown in Figure 2.6.

Tables 2.4 and 2.5 show estimated harmonic magnitudes for the children from
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LF source parameters in ms

T0 = Tc Te Tp Ta

“boy 1” /u/ 4.2 2.6 2.0 0.4

“boy 2” /i/ 4.5 2.9 2.2 0.9

Vocal tract parameters (formants) in Hz

F1(B1/B1 est) F2(B2) F3(B3) F4(B4)

“boy 1” /u/ 473(100/91) 1260(150) 3260(400) 4043(200)

“boy 2” /i/ 399(90/90) 3189(250) 3600(200) 4530(218)

Table 2.3: LF source and vocal tract parameters obtained from analysis-by-synthesis

of children speech. B1 est denotes the first formant bandwidth derived from the formula

in Mannell (Eq. 2.7) and used in the correction approach “F1B1est.”

the different algorithms. The values of the first five rows (NoC, F1noB1, F1B1est,

F1B1synth, and F12B12synth) can be compared to the last row, which displays the

values obtained from analysis-by-synthesis (SYNTH). Results show that F1B1est

performs well for all utterances. Interestingly, the correction using F1B1est out-

performs F1B1synth in cases where B1 est < B1 (“boy 1” /u/). It could be that

in these cases, accidentally, the effect of F2 is partially compensated for.

In Table 2.4, results for the vowel segment /u/ spoken by “boy 1” are shown.

It can be seen that the frequency of the second harmonic (2F0 = 474 Hz) is almost

equal to F1. Since F2 = 1260 Hz is relatively low, the additional correction for

F2 should improve H2 estimation, and indeed, the H1 −H2 error is 1 dB less for

F12B12synth than for F1B1synth. F1noB1 correction is adequate for the estimation

of H1, however it is not appropriate for the estimation of H2, which introduces

more than 30 dB difference to its corresponding SYNTH value. F12B12synth

works best: its error is only 0.2 dB.
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Figure 2.6: Analysis-by-synthesis: A comparison of the actual spectral magnitude

of the steady-state part of the vowel segment /u/ in “food” spoken by “boy 1”, with

the spectral magnitude of the synthesized signal. Actual spectrum (solid line) and

spectrum from analysis-by-synthesis (dotted line).

Table 2.5 contains the results for the vowel segment /i/ in “B” spoken by

“boy 2”. The frequency of the second harmonic (2F0 = 446 Hz) is close to F1.

The table shows that F1noB1 correction is off by about 2 dB for H2, works well

for H1, and the final value is off by about 2 dB. The corrections F1B1synth and

F12B12synth are off by 0.3 dB and 0.2 dB, respectively.
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H1 H2 H1 −H2 H1 −H2 error

NoC 29.6 34.7 -5.1 -12.4

F1noB1 27.1 -11.2 38.3 31.0

F1B1est 27.2 20.4 6.8 -0.5

F1B1synth 27.2 21.1 6.1 -1.2

F12B12synth 26.9 19.8 7.1 -0.2

SYNTH 26.8 19.5 7.3 0.0

Table 2.4: Harmonic magnitudes and their difference in dB for the vowel segment

/u/ in “food” spoken by “boy 1”. The corrections NoC, F1noB1, F1B1est, F1B1synth,

and F12B12synth are compared to their corresponding values from analysis-by-synthesis

(SYNTH, last row) and their relative errors compared to SYNTH are shown in the last

column. F0 = 237 Hz, F1 = 473 Hz, F2 = 1260 Hz, F3 = 3260 Hz, F4 = 4043 Hz.

H1 H2 H1 −H2 H1 −H2 error

NoC 35.6 29.3 6.4 -6.6

F1noB1 32.4 17.1 15.3 2.3

F1B1est 32.6 19.9 12.7 -0.3

F1B1synth 32.6 19.9 12.7 -0.3

F12B12synth 32.5 19.7 12.8 -0.2

SYNTH 32.5 19.5 13.0 0.0

Table 2.5: Harmonic magnitudes and their difference in dB for the vowel segment

/i/ in “B” spoken by “boy 2”. The corrections NoC, F1noB1, F1B1est, F1B1synth,

and F12B12synth are compared against their corresponding values from analysis-by-

synthesis (SYNTH, last row). F0 = 223 Hz, F1 = 399 Hz, F2 = 3189 Hz, F3 = 3600 Hz,

F4 = 4530 Hz.
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2.3 Sensitivity analysis of the correction formula

In this section, the sensitivity of the correction formula to vocal tract parameter

estimation errors is evaluated. The resulting spectral magnitude error introduced

when applying the correction formula with an inaccurate estimate of either for-

mant frequency or formant bandwidth is henceforth called the “correction er-

ror”. Empirical results have been obtained by synthesizing one-formant signals

with F1 between 300 and 3500 Hz (in 100 Hz steps) using corresponding band-

widths from Eq. 2.7 and then calculating 1) formant estimation errors letting

F1 + B1 ≤ F1 est ≤ F1 + B1 (in 1 Hz steps) with B1 est = B1 and 2) bandwidth

estimation errors letting 0.5B1 ≤ B1 est ≤ 1.5B1 (in 1 Hz steps) with F1 est = F1.

Overall results show that correction errors are less sensitive to formant bandwidth

estimation errors than to formant frequency estimation errors.

2.3.1 Sensitivity of formant correction to formant frequency

estimation errors

Assume that for a synthetic one-formant signal with formant frequency F1 =

1500 Hz and formant bandwidth B1 = 200 Hz the estimated formant frequency

is 1600 Hz (F1 est = F1 + 100 Hz). For simplicity, it is assumed that the formant

bandwidth was estimated correctly (B1 est = B1). Figure 2.7 depicts the power

spectral magnitudes of the actual signal, the estimated signal, and the correction

error (difference between the actual and estimated spectra). The error curve

shows maxima around f ≈ F1 (maximum) and f ≈ F1 est (minimum). Thus,

when F1 est 6= F1, evaluating the correction formula around the actual formant

frequency F1 or around the estimated formant frequency F1 est will introduce

maximum errors. Towards low frequencies the error reduces to zero and towards

high frequencies it remains at a low constant level.
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Figure 2.7: Power spectral magnitude for a one-formant signal (F1 = 1500 Hz and

B1 = 200 Hz), the estimated signal (F1 est = 1600 Hz and B1 est = B1), and the

resulting correction error.

Results show that the maximum correction error depends primarily on the

formant bandwidth (Bi) and on the difference ∆ = Fi est − Fi and not so much

on the formant frequency Fi. As an approximation, the absolute maximum cor-

rection error in dB can be linearized for small ∆:

|Emax| ≈ 10 dB

Bi

|∆|, for |∆| ≤ Bi

2
(2.8)

Figure 2.8 shows the minimum, average, and maximum absolute correction error

as a function of the absolute difference (|∆|) between estimated and actual for-

mant frequency for Fi = 1500 Hz, Bi = 200 Hz, and |∆| ≤ Bi/2. Note that the
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maximum correction error estimated with the approximation formula in Eq. 2.8

is close to the calculated error and that the minimum error is about 0 dB. From

the approximation formula it can be seen that the maximum correction error is

proportional to the absolute formant frequency error (|∆|) and inversely propor-

tional to the formant bandwidth Bi. As an example, assume that Bi = 100 Hz.

According to Eq. 2.7, a 100 Hz error in formant frequency estimation would

introduce a 10 dB correction error.
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Figure 2.8: Minimum, average, and maximum absolute correction error (in dB) as

a function of the absolute difference between estimated and actual formant frequency

(|∆| in Hz). Fi = 1500 Hz, Bi = 200 Hz, and |∆| ≤ Bi/2.
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2.3.2 Sensitivity of formant correction to formant bandwidth

estimation errors

For a synthetic one-formant signal with formant frequency Fi = 1500 Hz and

formant bandwidth Bi = 200 Hz, the correction error introduced by a formant

bandwidth estimation error (Bi est = Bi−50 Hz = 150 Hz) is shown in Figure 2.9.

For simplicity, it is assumed that the formant frequency was estimated correctly

(Fi est = Fi).
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Figure 2.9: Bandwidth estimation error: Power spectral magnitude for a one formant

signal (Fi = 1500 Hz, Bi = 200 Hz), the estimated signal (Fi est = Fi, Bi est = 150 Hz),

and the resulting error (difference).
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Clearly, the maximum correction error is introduced at exactly the formant

frequency f = Fi. In order to find an approximation formula for the maximum

correction error, we can evaluate Eq. 2.2 at f = Fi, assuming that Bi ¿ Fi:

Emax ≈ 10 log10

( |T (f = Fi, Bi = Bi est|2
|T (f = Fi)|2

)
.

This yields:

Emax ≈ 10 log10

(
F 2

i

B2
i est

· B2
i

F 2
i

)
,

and we finally get the approximation formula for the maximum correction error

in dB:

Emax ≈ 20 log10

(
Bi

Bi est

)
Bi est 6= 0. (2.9)

The maximum correction error introduced by a bandwidth estimation error

occurs at f = Fi but is independent of the actual formant frequency value Fi.

Figure 2.10 shows the minimum, average, and maximum absolute correction

error as a function of the estimated bandwidth relative to the actual bandwidth

in percent (100 ∗ (Bi est − Bi)/Bi). Note that the maximum correction error

estimated with the approximation formula in Eq. 2.9 is close to the calculated

error and that the minimum error is about 0 dB. The fact that the maximum

correction error curve is not a straight line (the error at -50% bandwidth change is

about +6 dB whereas at +50% it is only about -3 dB) illustrates that bandwidth

overestimation usually produces less absolute correction error. For Bi est = 0 Hz

(not shown in the graph) the error amounts to 51.2 dB.

2.4 Summary

When estimating voice source measures, such as the magnitude of the first two

source spectral harmonics, the vocal tract influence on the source spectrum needs
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Figure 2.10: Minimum, average, and maximum correction error (in dB) for estimated

bandwidth Bi est in the range from -50% to +50% of actual bandwidth Bi. Note

that the approximation formula for the maximum error is very close to the calculated

maximum error (curves lie on top of each other).

to be compensated for. A correction formula which corrects for the influence of the

vocal tract resonances was presented in this chapter and its importance, especially

when applied to high vowels and to high-pitched voices, is shown. To validate the

correction formula, it was applied to synthetic and to naturally-produced speech

tokens. Synthetic speech was produced with formant frequencies from [PB52]

and corresponding bandwidths were calculated using Eq. 2.7. The performance

of the correction formula for naturally-produced speech was calibrated with the
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analysis-by-synthesis method.

Error analysis of the correction formula, when applied to estimate the first two

source spectral harmonics (H∗
1 and H∗

2 ), shows that it is better to use an educated

formant bandwidth guess when correcting for the vocal tract influence, rather

than not using bandwidth information (i.e. setting Bi = 0 in Eq. 2.5). Examples

of synthetic vowels show that correction without using bandwidth information can

yield larger errors than no correction at all. Sensitivity analysis of the formula

to vocal tract estimation errors shows that the maximum correction error can be

approximated by Eq. 2.8 for small formant frequency estimation errors and by

Eq. 2.9 for formant bandwidth estimation errors.

In conclusion, when estimating voice source measures it is recommended to

apply the correction formula, preferably using a bandwidth overestimate, rather

than an underestimate or zero bandwidth.
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CHAPTER 3

Dependencies of voice source

measures on age, sex, and vowel

The effects of age, sex, and vocal tract configuration on the glottal excitation

signal in speech are only partially understood, yet understanding these effects

is important for both recognition and synthesis of speech as well as for medical

purposes. It was shown in [HC99] that the acoustic characteristics of the voice

source signal are gender dependent and that open quotient and source spectral

tilt are generally higher for adult female than for adult male talkers. Speech

acoustics are also affected by age, which was shown in a study by [LPN99]. The

study analyzed the fundamental frequency (F0) and formant frequencies for a

large speech database [MLU96] with about 490 subjects in the age range of 5 -

50 years. The study showed that children have higher F0 and formant frequen-

cies, and greater temporal and spectral variability than adults. These findings

are attributed to vocal-tract anatomical differences and possible differences in

the ability to control speech articulators. This chapter shows the application of

the correction formula presented in Chapter 2 to uncover age, sex, and vowel

dependencies of the three voice source measures, F0, H∗
1 − H∗

2 , and H∗
1 − A∗

3

in a relatively large speech database. Experimental results show that the three

voice source measures are dependent to varying degrees on age and vowel. Age
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dependencies are more prominent for male talkers, while vowel dependencies are

more prominent for female talkers suggesting a greater vocal tract-source inter-

action. All talkers show a dependency of F0 on sex and on F3, and of H∗
1 − A∗

3

on vowel type. For low-pitched talkers (F0 ≤ 175 Hz), H∗
1 − H∗

2 is positively

correlated with F0 while for high-pitched talkers, H∗
1 −H∗

2 is dependent on F1 or

vowel height. For high-pitched talkers there were no significant sex dependencies

of H∗
1 −H∗

2 and H∗
1 − A∗

3.

3.1 Speech data

Speech signals recorded from 185 males and 150 females of ages 8, 9, 10, 11, 12, 13,

14, 15, 18, and age group 20–39, from the CID database [MLU96] were analyzed.

The vowels /ih/, /eh/, /ae/, /uw/, and /iy/, corresponding to the consonant-

vowel-consonant (CVC) words ‘bit’, ‘bet’, ‘bat’, ‘boot’, and ‘bead’, were presented

in the carrier sentence “I say uh, CVC again”. ‘uh’ was used before the target

word to maximize vocal tract neutrality. Most utterances were repeated twice by

each speaker. Recordings were made at normal habitual speaking levels with a

sampling frequency of 16 kHz. In total, 3145 utterances were analyzed. The age

and sex distribution of the analyzed talkers is shown in Table 3.1.

3.2 Methods

The calculation of the three voice source measures requires the estimation of the

first three formant frequencies (F1, F2, F3), their respective bandwidths (B1, B2,

B3), and F0. Formant frequencies F1, F2, and F3, as well as F0 were estimated

using the “Snack Sound Toolkit” software [Sj04]. For H∗
1 and H∗

2 , the correction

was for the first and second formant (F1 and F2) influence with N = 2 in Eq. 2.5.
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Age M F Age M F

8 25 11 13 16 13

9 24 25 14 11 10

10 25 14 15 11 11

11 24 19 18 10 10

12 22 21 20–39 17 16

Table 3.1: Number of talkers analyzed in each age group separated by sex (males: M;

females: F).

For A∗
3, the first three formants were corrected for (N = 3) and there was no

normalization to a neutral vowel; recall that our correction accounts for formant

frequencies and their bandwidths. Figure 3.1 depicts a flowchart of this process.

Spectral
Parameter
Extraction

Snack
(Sjölander)

F0, F3

F1,F2,F3

VT
Correction
(Chapter 2)

H1, H2,
A3

H1
*, H2

*,
A3

*

B1,B2,B3

Bn
Mapping
(Mannell)

Figure 3.1: Flow chart of feature extraction process. The voice source measures H∗
1 ,

H∗
2 , and A∗3 are extracted using the correction formula (VT correction) presented in

Chapter 2.

The main parameters that can be changed in Snack are frame length, frame

shift, and analysis methods. For formant estimation, the covariance method

was chosen because of its accuracy. F0 was extracted with the ESPS method
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(Entropic Signal Processing System), which is a component of Snack. Additional

settings were: The pre-emphasis coefficient was 0.9, the length of the analysis

window was 25 ms, and the window shift was 10 ms. Using the values extracted

with Snack, the amplitudes H1, H2, and A3 were estimated from the speech

spectrum. Since the Snack bandwidth estimates varied greatly within the analysis

segments and were sometimes unrealistic, all bandwidths were calculated from

their corresponding formant frequency using Eq. 2.7. This reduced the bandwidth

variance and therefore the variance of bandwidth-dependent results. Analysis

segments were chosen at the steady-state part of the vowel, where the context-

influence was smaller than in other segments.

The estimates of F0, F1, F2, and F3 were manually checked for every utterance

by viewing the spectrogram, time waveform, and LPC spectral slices. Most for-

mant estimation errors occured with child speech. For example, for high pitched

/iy/, Snack typically allocated two formants to the first spectral peak resulting

in a much lower second formant frequency. The number of formant estimate cor-

rections in percent, for 8 year old children, was: 86% for /iy/, 44% for /eh/, 32%

for /ih/, and 2% for /uw/. Table 3.2 lists the percentage of manual F0, F1, F2,

and F3 corrections by age and sex. The formant values are not listed here as the

results are similar to those reported in [LPN99].

3.3 Results

In this section, we refer to males and females from ages 8 to 14, and females 15

years and older as “Group 1”, and to male talkers age 15 and older as “Group

2”. Group 1 talkers were typically high-pitched (with F0 > 175 Hz) and Group 2

talkers were generally low-pitched (with F0 ≤ 175 Hz), although there were F0

outliers within both groups. The voice source measures F0, H∗
1−H∗

2 , and H∗
1−A∗

3
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Age Gender F0 F1 F2 F3

8 M 0 0 16 24

F 5 2 19 30

9 M 1 2 14 18

F 1 3 14 20

10 M 3 1 8 13

F 4 1 9 14

11 M 2 1 15 18

F 0 0 9 9

12 M 1 0 15 17

F 0 0 12 17

13 M 0 1 19 23

F 5 8 19 20

14 M 0 0 15 16

F 0 0 9 21

15 M 0 0 20 21

F 0 0 11 15

18 M 0 0 23 28

F 7 2 12 18

20-39 M 1 1 23 28

F 8 5 24 25

Table 3.2: Percentage of manual F0/F1/F2/F3 frequency corrections over all vowels.

were analyzed as a function of age, sex, and vowel type, and their intercorrelations

were studied.

3.3.1 Analysis of variance of the three voice source measures

Statistical analysis was performed on the extracted voice source measures by

using the three-way analysis of variance (ANOVA) test in the software package
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SPSS (v13.0). The factors age (ages 8, 9, 10, 11, 12, 13, 14, 15, 18, and 20-

39), sex (M, F) and vowel-type (/iy/, /ih/, /eh/, /ae/, and /uw/) were tested

against the variables F0, H∗
1 −H∗

2 , and H∗
1 −A∗

3. These factors were tested with:

a) all the talkers, b) the talkers separated by sex and c) the talkers separated

into Group 1 (children and females, generally high-pitched) and Group 2 (older

males, generally low-pitched). Tests where the null hypothesis had a probability

of p < 0.001 were considered to be statistically significant. This stringent criterion

was selected because the statistical tests were highly sensitive due to the large

number of degrees of freedom in the analyses. In addition, Pearson correlation

coefficients were calculated to test for statistically significant intercorrelations

between the three voice source measures.

Table 3.3 shows an overview of the results obtained with a three-way ANOVA

for all the talkers showing the F value (ratio of the model mean square to the error

mean square) and partial η2 (calculated as SSeffect/(SSeffect + SSerror), where

SSeffect is the sum of squares of the effect and SSerror is the sum of squares of

the error). Partial η2 is a measure of effect size. For all three measures the effect

size is greatest with age. For H∗
1 − H∗

2 and H∗
1 − A∗

3, the effect size of age is

followed by vowel and sex, while for F0, vowel type shows the smallest effect size.

It can be seen that there are a number of factors that are statistically reliable

and still have quite low values of F and η2. These factors contribute complexity

to the model without increasing its explanatory power. For example, the effect

of sex on H∗
1 − A∗

3 is very low and it would be expected that adult females have

higher spectral tilt than males [HC99]. The reason is that we do not distinguish

between adults and children. This problem can be partially solved by splitting

up the data to reduce the interactions such as age with sex, vowel with sex, or age

with vowel. The data can be split up into male and female talkers, which still does

not distinguish between adults and children, or in low-pitched and high-pitched
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talkers, which might leave traces of interactions with sex.

Table 3.4 shows ANOVA results when the talkers were separated by sex. It

can be seen that across all three voice source measures, the effect size of age is

greater for males than for females. This was expected since these measures, for

example F0 [LPN99], vary more substantially with age for male talkers. However,

for vowel-type, the effect size is greater for females than for males. This may

suggest a greater vocal tract-source interaction for female talkers. For males, an

effect of age and vowel interaction on H∗
1 − H∗

2 can be seen. Given the growth

of the larynx and the vocal tract during puberty, it would be expected that all

three source measures would be affected.

The results are also interesting when viewed in terms of Group 1 and Group 2

talkers. Table 3.5 shows the F and partial η2 results for both groups. For Group 1

talkers, it can be seen that nearly all the entries are statistically significant except

when sex is tested against H∗
1−H∗

2 and H∗
1−A∗

3. This result suggests that females

of all age groups have a similar OQ and source spectral tilt compared to boys

(ages 8 to 14). An interaction effect of age and sex on all three source measures

would be expected, since Group 1 contains boys whose articulatory control is

limited due to vocal mutation; however, only F0 is significantly affected. The

results for the Group 2 talkers have only one significant entry: vowel type versus

H∗
1 − A∗

3. The lack of any age effect for Group 2 talkers is likely due to the fact

that source characteristics for males do not change significantly with age above

15 years old; this has been shown for F0 in [LPN99]. Sex was not included for

Group 2 analysis since all talkers in that group were male.

Table 3.6 shows the Pearson correlation coefficients (PCC’s) when the three

voice source measures were tested against each other. Although the intercor-

relations are statistically significant, there is only one PCC greater than 0.7,
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df F0 H∗
1 −H∗

2 H∗
1 − A∗

3

Age 9 235.0(0.410) 23.9(0.066) 35.0(0.094)

Sex 1 1012.3(0.250) 57.7(0.019) 4.1(0.001)

Vowel 4 28.0(0.036) 52.7(0.065) 68.9(0.083)

Age * Sex 9 95.4(0.220) 14.1(0.004) 5.2(0.015)

Vowel * Sex 4 1.6(0.002) 6.3(0.008) 2.1(0.003)

Age * Vowel 36 0.4(0.005) 2.2(0.026) 1.9(0.022)

Table 3.3: Overview table for a three-way ANOVA for all talkers showing F and

partial η2 values (in parentheses). Degree of freedom: df. Degree of freedom for the

error is 3045. Values in italics are statistically insignificant (p ≥ 0.001).

df F0 H∗
1 −H∗

2 H∗
1 − A∗

3

Females

Age 9 26.8 (0.151) 3.4 (0.022) 9.7 (0.060)

Vowel 4 20.4 (0.057) 50.0 (0.128) 36.7 (0.097)

Males

Age 9 314.3 (0.627) 33.3 (0.151) 34.4 (0.155)

Vowel 4 9.0 (0.021) 11.4 (0.026) 33.7 (0.074)

Age * Vowel 36 – 2.8 (0.057) –

Table 3.4: ANOVA results for female and male talkers showing F and partial η2

values (in parentheses). Statistically insignificant values (p ≥ 0.001) are not shown or

are marked with a dash “–”. Degree of freedom: df. df for the error is 1359 for females

and 1686 for males.

indicating a strong correlation. This occurs for the relationship between H∗
1 −H∗

2

and F0 for Group 2 talkers.
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df F0 H∗
1 −H∗

2 H∗
1 − A∗

3

Group 1

Age 2 78.7 (0.208) 3.9 (0.013) 17.2 (0.054)

Sex 1 167.9 (0.059) – –

Vowel 4 26.1 (0.037) 75.9 (0.101) 65.1 (0.088)

Age * Sex 6 28.0 (0.059) – –

Group 2

Age 6 - - -

Vowel 4 - - 6.5 (0.069)

Table 3.5: ANOVA results for Group 1 (children and females) and Group 2 (older

males) talkers showing F and partial η2 values (in parentheses). Statistically insignif-

icant values (p ≥ 0.001) are not shown or are marked with a dash “–”. Sex is not

included in the analysis for Group 2 since that group comprises of only male talkers.

df for the error is 2697 for Group 1 and 348 for Group 2.

3.3.2 F0

Table 3.7 shows the range of F0 values for all talkers. Note that F0 was not

normalized for lexical stress. For males the mean F0 drops by about 130 Hz

between ages 8 and 20 with the largest drop between ages 12 and 15 (105 Hz),

while the change is less dramatic for female talkers (overall about 50 Hz). These

changes are reflected in Table 3.4 which shows that age has a greater effect size

on F0 for males (F/partial η2 = 314.3/0.627) than for females (F/partial η2 =

26.8/0.151). As expected, adult females exhibit higher F0 values than adult male

talkers: The difference in the means is about 110 Hz. These trends agree with

the results in [LPN99]. We noticed that a few very high F0 values (above 300 Hz)

were due to strong emphasis on the target word.
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F0 H∗
1 −H∗

2 H∗
1 − A∗

3

Group 1

F0 1

H∗
1 −H∗

2 -0.471 1

H∗
1 − A∗

3 -0.356 0.532 1

Group 2

F0 1

H∗
1 −H∗

2 0.767 1

H∗
1 − A∗

3 0.268 0.473 1

Table 3.6: Pearson correlation coefficients (PCC’s) for F0, H∗
1 −H∗

2 and H∗
1 −A∗3 for

Group 1 and Group 2 talkers. Correlation coefficients greater than 0.7 indicate strong

correlations. All results are statistically significant.

Average F0 values are highest for /uw/, and higher for /iy/ than for /eh/

and /ae/. The trend of increasing F0 as the tongue moves from a front to a

back position and from open to closed vowels, has been reported for German

talkers [Mar96]. This trend can be seen for all ages and genders for the vowels

in this study and may partly be explained by vowel-dependent intrinsic pitch

[LP61]. ANOVA results in Table 3.4 indicate that although these trends are

statistically significant for both males and females, the partial η2 values, and

hence the effect sizes of vowel type, are relatively small for both sexes: F/partial

η2 = 20.4/0.057 for females and 9.0/0.021 for males. Interestingly, the vowel

effect size on F0 is about three times higher for females. A further analysis into

the vowel dependency was done by performing an ANOVA test on the effects

of high and low formant frequencies (thresholds at the formant means) on F0.

It was found that F0 was positively correlated only with F3 for all talkers and
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Age F0 males in Hz F0 females in Hz

8 170/255/420 152/283/423

9 160/264/454 187/267/437

10 141/256/407 146/266/367

11 167/256/378 185/254/494

12 125/230/328 178/236/338

13 119/190/285 180/251/394

14 101/177/272 169/228/293

15 95/125/251 179/228/310

18 84/129/239 199/246/310

20–39 88/127/191 156/235/356

Table 3.7: Min/Mean/Max of F0 (in Hz) per age group for vowels in the target

syllables.

this correlation was statistically significant (F/partial η2 = 133.1/0.041); again

the effect size was relatively small. This positive correlation can be explained by

the fact that F3 is typically correlated with vocal tract length [Wak77]. Hence,

a higher F3, which typically results from a shorter vocal tract, coincides with a

higher F0.

3.3.3 H∗
1 −H∗

2

The effects of age and sex on H∗
1 − H∗

2 (related to open quotient) are shown in

Figure 3.2. Comparing the values, it is interesting to observe that the H∗
1 −H∗

2

(mean value) separation between the genders is the clearest at age 15 (5.8 dB).

Between ages 8 and 20–39, the mean H∗
1 − H∗

2 value drops by about 4 dB for

male talkers, whereas for female talkers it remains relatively unchanged. Having
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Figure 3.2: H∗
1−H∗

2 versus age, separated by sex. Between age 8 and 20–39, H∗
1−H∗

2

drops by about 4 dB for males, while for females there is little change. The largest differ-

ence between the sexes appears at age 15 where the difference in the means approaches

6 dB. Mean, median, and standard deviation are represented by circles, crosses, and

whiskers, respectively.

smaller changes in H∗
1 − H∗

2 with age is reflected in the statistical analysis of

Table 3.4 where the effects of age are less pronounced for females: F/partial

η2 = 3.4/0.022 vs. 33.3/0.151 for male talkers. The difference between genders

may be related to the fact that F0 drops significantly between age 12 and 15

for males while it does not change as much for females [LPN99]. Adult females

exhibit higher mean H∗
1 −H∗

2 values (about 3.4 dB) than adult male talkers. A
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similar difference (3.1 dB) between adult male and adult female talkers was found

in [HC99]. When the talkers are split into Group 1 and Group 2 categories (see

Table 3.5), it is interesting to note that the dependence on sex is not significant

for Group 1 talkers (children and females).

Vowel effects are larger for female talkers than for males as shown in Table 3.4

(F/partial η2 = 50.0/0.128 for females vs. 11.4/0.026 for males), which suggests a

greater vocal tract source interaction for females. When analyzed against Group 1

and Group 2, the results in Table 3.5 indicate that only Group 1 talkers exhibit a

dependence on vowel (F/partial η2 = 75.9/0.101) whereas Group 2 (older male)

talkers do not exhibit a significant dependence on vowel nor on age.

ANOVA tests were also done to study the effects of formant values (thresholds

at the formant means). The only statistically significant result is for F1 with

Group 1 talkers (F/partial η2 = 91.4/0.034). No significant correlation between

H∗
1−H∗

2 and F1 (vowel height) can be observed for Group 2, nor can a correlation

with F2 and F3 be shown for any group. This effect can be seen in Figure 3.3

which depicts H∗
1 − H∗

2 as a function of vowel for the Group 1 talkers. Vowels

are sorted from left to right as a function of their average F1 value. H∗
1 − H∗

2

values for /iy/ and /uw/ are the lowest, suggesting that high vowels have lower

OQ. As F1 increases for /iy/, /uw/, /ih/, /eh/, and /ae/, H∗
1 − H∗

2 becomes

larger. Figure 3.4 shows H∗
1 −H∗

2 as a function of F1 and agrees with Figure 3.3

trends. Hanson showed in [Han97] that, for adult female voices, the mean value

of H∗
1 −H∗

2 was slightly lower for /eh/ than /ae/ which agrees with our results.

The lack of significant trends of H∗
1 − H∗

2 values with F1 for Group 2 talk-

ers may be due to the physiology associated with voice production in different

genders. This difference could be due to increased vocal tract-source interaction

when F0 or its harmonics are close to F1 [Tit04], which is often the case for low
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Figure 3.3: H∗
1−H∗

2 as a function of vowel for Group 1 talkers (females and children).

Vowels are sorted according to their F1 value from low to high. Note that the lowest

values occur for the high and tense vowels /iy/ and /uw/.

F1 and high F0.

For both sexes H∗
1 −H∗

2 for /iy/ is about 3 dB lower than for /ih/. This could

be due to the tense/lax difference. As reported in [ML85], for four minority

languages in China, the amplitude difference between the first two harmonics

was smaller for tense vowels than lax ones, which would agree with our findings.
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Figure 3.4: H∗
1 −H∗

2 versus F1 for Group 1 talkers. H∗
1 −H∗

2 monotonically increases,

on average, by about 6 dB when F1 increases between 250–450 Hz.

3.3.4 Relationship of H∗
1 −H∗

2 with F0 and H∗
1 − A∗

3

Figure 3.5 shows the relationship between H∗
1 − H∗

2 and F0 for both groups.

As can be seen in Table 3.6, the Pearson correlation coefficient (PCC) between

H∗
1−H∗

2 and F0 yields a value of 0.767 for Group 2 and a weak negative correlation

(PCC=-0.471) for Group 1. An approximate mapping for H∗
1 − H∗

2 and F0 for

Group 2 is:

H∗
1 −H∗

2 ≈ 0.22F0 − 28 for F0 between 80–175 Hz (3.1)

A possible interpretation for this result is that the Group 1 talkers (females

and children, generally high-pitched) and the Group 2 talkers (older males, gen-

erally low-pitched) use OQ differently during the phonation of vowels. In a study
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Figure 3.5: H∗
1 −H∗

2 versus F0 for Group 1 and Group 2 talkers. A linear relationship

for F0 between 80 and 175 Hz is observed.

by [Esp05] utilizing electroglottography (EGG) of Zapotec talkers, females were

shown to produce phonation differences by altering OQ while males did not. It

has also been observed in [Kor96] that increased tension of the cricothyroid mus-

cle in the larynx induces a simultaneous increase of F0 and OQ, and therefore

also of H∗
1 −H∗

2 . However, we observed a strong positive correlation only for low

F0 values. Similar results were found in [SV01].

As seen in Table 3.6 the intercorrelation between H∗
1 −H∗

2 and H∗
1 − A∗

3 for

both groups is weak: 0.532 (Group 1), 0.473 (Group 2). A weak correlation was
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also reported in [Han97] for adult female talkers.

3.3.5 H∗
1 − A∗

3
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Figure 3.6: H∗
1 − A∗3 versus age; the top panel represents data for male talkers and

the lower panel represents data for female talkers. For both sexes there is a drop of

H∗
1 −A∗3 between age 8 and age group 20–39: The drop is about 4 dB for females, and

10 dB for males.

The age and sex effects on H∗
1 −A∗

3 (related to source spectral tilt) are shown

in Figure 3.6. Between ages 8 and 20–39, the mean H∗
1 − A∗

3 value drops for

male talkers by about 10 dB, whereas for female talkers it drops by about 4 dB
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resulting in higher values (by about 4 dB) for adult females than for adult males.

The higher effect size for males (F/partial η2 = 34.4/0.155) compared to females

(F/partial η2 = 9.7/0.060) in Table 3.4 confirms this result. When the talkers are

split into groups (see Table 3.5), Group 1 shows a dependence on age (F/partial

η2 = 17.2/0.054), whereas Group 2 does not. It is also interesting to note that

the dependence on sex is not significant for Group 1. These trends are similar

to those shown for H∗
1 − H∗

2 (see Section 3.3.3), thus they can be interpreted

similarly. That is, females (children and adults) and young males (8–14 years

old) exhibit statistically similar OQ and source spectral tilt characteristics.

F/iy/ F/uw/ F/ih/ F/eh/ F/ae/ M/iy/ M/uw/ M/ih/ M/eh/ M/ae/
0

5
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H
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−
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Figure 3.7: H∗
1 − A∗3 as a function of vowel for all talkers; M and F indicate data

from male and female talkers, respectively. /ae/ and /eh/ have the highest values,

while /uw/ has the lowest value. This result might be related to the dependence of the

parameter on formant values.
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In Figure 3.7, H∗
1 −A∗

3 is plotted as a function of vowel and sex. The largest

difference is observed between the vowels /ae/ and /uw/ where /ae/ is a low front

vowel (high F1, high F2) and /uw/ is a high back vowel (low F1, low F2). Values

for H∗
1 −A∗

3 for /ae/ and /eh/ are the highest, and for /uw/ they are the lowest.

These trends are similar for both sexes and indeed it can be seen from ANOVA

analysis that the effect sizes of vowel are similar when male talkers are compared

with females (Table 3.4).

To find the effects of formants on H∗
1 − A∗

3, an ANOVA analysis based on

high and low values of F1, F2 and F3 (thresholds at the formant means) yielded

F/partial η2 values of 210/0.063, 42.7/0.013 and 100.0/0.031, respectively. Thus,

the first three formants have an effect on H∗
1−A∗

3 for all talkers. To visualize these

effects, Figures 3.8, 3.9, and 3.10 show H∗
1 −A∗

3 gradually rising for increasing F1,

F2, and F3, respectively. Since /uw/ on average has lower F2 and F3 compared

to the other vowels used in this study, this can explain why H∗
1 − A∗

3 values for

/uw/ are lowest.

The dependency of H∗
1 − A∗

3 on F1 is somewhat similar to the dependency

of H∗
1 − A∗

3 on H∗
1 − A1 (related to F1) which was observed in [HC99]. The

dependency of the measure on F2 and F3 was expected since a high F2 is normally

associated with a high F3, which in term will affect the source spectral tilt. Since

A∗
3 represents the magnitude of the source spectrum at F3, it is affected by the

position of F3 due to the source spectral tilt. A∗
3 can also be influenced by the

presence of higher formants, such as F4, for which the parameter was not corrected

for, and which would boost the value of A∗
3 when evaluated close to F4.
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Figure 3.8: H∗
1 −A∗3 versus F1 for all talkers. H∗

1 −A∗3 increases for increasing F1.

3.4 Summary

In this chapter, the effects of age, sex, and vocal tract configuration on the three

voice source measures F0, H∗
1 − H∗

2 , and H∗
1 − A∗

3 are studied, applying the

correction formula presented in Chapter 2.

Statistical analysis of variance (ANOVA) is performed for all three voice source

measures and the three factors, age, sex and vowel. These factors are tested with:

a) all talkers, b) talkers separated by sex and c) talkers separated into Group 1

(children ages 8 to 14 and females ages 15 and older: generally high-pitched)

and Group 2 (males ages 15 and older: generally low-pitched). In addition,

where applicable, Pearson correlation coefficients are calculated for the different

measurements. For Group 1, all effects are statistically significant except when
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Figure 3.9: H∗
1 − A∗3 versus F2 for all talkers. H∗

1 − A∗3 monotonically increases for

F2 increasing between 800 and 2400 Hz.

sex is tested against H∗
1 −H∗

2 and H∗
1 −A∗

3. This result suggests that females of

all age groups and boys (ages 8 to 14) have similar OQ and source spectral tilt

values. For Group 2 the only significant result occurs when H∗
1 − A∗

3 is tested

against vowel type.

F0 for male talkers drops between ages 8 and 20-39 (by about 130 Hz), whereas

the overall drop for females is only about 50 Hz. F0 is shown to be vowel de-

pendent, with the highest values for /uw/, and higher for /iy/ than for /eh/ and

/ae/. This trend may be attributed to intrinsic pitch. Furthermore, F3 is shown

to have a statistically significant relationship with F0 which can be explained by

the dependency of F3 on vocal tract length: A higher F3 indicates a shorter vocal

tract length which coincides usually with smaller and shorter vocal cords or a
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Figure 3.10: H∗
1 − A∗3 versus F3 for all talkers. H∗

1 − A∗3 monotonically increases for

F3 increasing between 2200 and 4000 Hz.

higher F0.

H∗
1 −H∗

2 (hence, the open quotient) is age dependent and for male talkers a

drop of about 4 dB between the ages of 9 and 20-39 is found. For females, there

is less dependency on age. On average, H∗
1 −H∗

2 values are higher by about 3 dB

for adult female compared to male talkers. There is no significant dependency

on age and vowel for Group 2 talkers. H∗
1 − H∗

2 is proportional to F0 for F0

below 175 Hz. Above that frequency a weak negative correlation with F0 could

be found. For Group 1 talkers and for F1 below 450 Hz, H∗
1 −H∗

2 is proportional

to F1, resulting in low H∗
1 − H∗

2 values for high vowels. For Group 2 talkers,

on the other hand, no significant correlations between the H∗
1 − H∗

2 values and

vowel height could be observed. The different OQ dependencies between females

and children (ages 8–14), and older males (ages 15 and older) could be due to

phonological differences, where females alter OQ to signal acoustic differences
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while males do not [Esp05], and/or to vocal tract-source interaction when F0 or

its harmonics are close to F1 [Tit04], which is often the case for low F1 and high

F0 values. For both sexes H∗
1 − H∗

2 for /iy/ is about 3 dB lower than for /ih/

which could be due to a tense/lax difference.

H∗
1 −A∗

3 (hence source spectral tilt) values drop by about 10 dB between ages

8 and 20-39 for males, whereas for females the values drop by only about 4 dB

within the same age period. This results in generally lower values for adult males

(by about 4 dB) compared to adult females. Until age 10, the values are similar

for both sexes. Statistical analysis shows a high dependence of the measure on

age and vowel for all talkers. Also, H∗
1 − A∗

3 shows a strong dependence on all

formant frequencies for all talkers and age groups: Increasing F1, F2, or F3 yields

an increase in H∗
1 − A∗

3. These findings imply that source spectral tilt is vowel

dependent and, in fact, it can be seen that tilt values are highest for /ae/ and

/eh/ and lowest for /uw/.
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Age (from 8 to 39 years old) Vowel dependencies and intercor-

relations

Females Males

F0 ↓ 50 Hz ↓ 130 Hz linearly related to H∗
1 − H∗

2 for

low-pitched talkers, and to F3 for

all talkers

H∗
1 −H∗

2 − ↓ 4 dB linearly related to F0 for low-

pitched talkers, and to F1 for

high-pitched talkers.

H∗
1 − A∗

3 ↓ 4 dB ↓ 10 dB dependent on F1, F2, and F3 for

all talkers

Table 3.8: Summary of key results.
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CHAPTER 4

Dependencies of voice source

measures on prosodic features: A

pilot study

In this chapter, we examine dependencies of the voice source measures F0 (fun-

damental frequency), Ee (maximal glottal flow change), Rk (glottal symme-

try/skew), LIN (spectral linearity, related to source spectral tilt), and H∗
1 −H∗

2

(difference of formant-corrected magnitudes of the first two voice source spectral

harmonics) on prosodic features such as lexical stress, pitch accent, and bound-

ary tone. In addition to the five source measures, syllable duration (DUR) was

added to compare with previous work, which found that duration was affected by

prosody. A small, carefully designed corpus consisting of a sentence in different

prosodic configurations was used in this study. Statistical analysis was performed

using two-way ANOVAs to test for the voice source parameter dependencies.

4.1 Previous work

Accurate detection of prosodic events in speech processing applications would

benefit from knowledge of voice source parameter dependencies on prosody. Pre-
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vious studies of prosody have focused on F0, syllable and word duration, inten-

sity, high-frequency energy, and spectral balance (comparison of high- to low-

frequency components) as acoustic correlates. A framework for studying voice

source measures in connected speech was provided in [Fan97], in the context of

the Liljencrants-Fant (LF) model parameters [FLL85]. In [FK96] it was shown

that the LF parameters vary systematically as a function of both stress and pitch

accent in Swedish: Increasing stress produced an increase in duration and F0,

whereas pitch accent was seen to produce increased F0, duration, intensity, and

high-frequency energy values. In [SV96] it was shown that for American En-

glish and Dutch speakers, spectral balance, duration, overall intensity, and vowel

quality all varied with lexical stress (with and without pitch accent). Stressed

syllables were shown to be longer and had higher spectral balance (i.e. more

high-frequency energy). Spectral balance here refers to the relative spectral en-

ergy above 500 Hz compared to the total energy, and is related to the speed of

glottal closure.

Recent publications [Eps02, JHC05] have used the ToBI framework, which

provides labels for the following prosodic events: pitch accent, boundary tone,

and break indices. In [Eps02], normalized LF model parameters were shown to

vary with the presence of accents and boundary tones in a small set of short read

sentences. Epstein suggested that, at least in English, prosodic strengthening is

seen in voice measures in much the same way as elsewhere in speech (e.g. [Kea]).

She found tenser voice (lower OQ), utterance-initially and with pitch accent,

suggesting greater laryngeal tension in prosodically strong positions.

In [JHC05], the influence of pitch accents and boundary tones was evaluated

for the measures: duration, F0, harmonic structure, spectral tilt, and energy for

the Boston University Radio Corpus, a relatively large database of American
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English. The study did not study lexical stress. It was reported that duration

and energy were useful for detecting pitch accents, while H1 − H2 was helpful

for boundary detection. Note that their harmonic structure measures, such as

H1 −H2, were not corrected for the influence of the formants. F0 was higher for

H-H% (high tone) boundary tones compared to L-L%. Interestingly, the time

course of these measurements (slope and convexity) served as good indicators for

prosodic events.

A thorough analysis, separating the effects of stress and pitch accent for the

voice measures F0, duration, H∗
1 − A∗

3 (related to source spectral tilt), high-

frequency noise (measured around F3), and H∗
1 (amplitude of voicing), was pre-

sented in [Oko06]. The study found that the effects of high tone pitch accent

(H*) could be shown up to two syllables after the high tone accented syllable.

Only H* was analyzed. Stress was manifested by an increase in syllable duration

and high-frequency noise, and a decrease of H∗
1 −A∗

3. H* produced an increase in

F0, syllable duration, and H∗
1 , and a decrease of H∗

1 −A∗
3. Overall, H* was shown

to add to the effects of stress, e.g. high tone accent plus stress showed stronger

effects on above measures than stress alone. No correlations with stress nor pitch

accent could be found for H∗
1 −H∗

2 and H∗
1 − A1 (related to B1).

4.2 Data

The corpus [Eps02] consisted of the following eight-syllable sentences, where the

bold word was accented:

• Dagada gave Bobby doodads.

• Dagada gave Bobby doodads.
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• Dagada gave Bobby doodads?

• Dagada gave Bobby doodads?

These sentences were designed to contain no nasals and to have all vowels sur-

rounded by voiced consonants. Lexical stress was on the following underlined

syllables: “Dagada gave Bobby doodads.” Boundary tones were on the syllable

“dads” and their tone height depended on the declarative or interrogative na-

ture of the sentence. Speech signals were recorded from three native talkers of

Western American English between 25-35 years old: two females (F-1, F-2) and

one male (M-1). Signals were collected in a sound-attenuated booth with a 1.0”

Bruel & Kjaer condenser microphone placed 5 cm from the subjects’ lips. The

signals were sampled at 20 kHz and then downsampled to 10 kHz. Each sentence

was recorded 10 times for each talker and the first and last recordings were then

discarded in the final analysis.

Syllables were extracted by hand and then labeled and classified depending

on the talker and prosodic features such as lexical stress (stressed vs unstressed)

and pitch accent (accented vs unaccented, L* vs H*). The labeling system was

based on the ToBI [SBP92] transcription standard, where each pitch accent is

denoted by L and H indicating low and high pitch (F0), respectively. A more

detailed description of the data collection procedure and corpus labeling can be

found in [Eps02].

Figure 4.1 shows a syllable distribution tree ordered by the prosodic events

lexical stress (STR) and pitch accent (PA), where the number of analyzed syl-

lables is shown in parentheses. Syllables are divided into stressed (STR) and

unstressed (noSTR); stressed syllables are split into accented (PA) and unac-

cented (noPA); accented syllables are distinguished by low (L*) and high (H*)

tones. A detailed syllable distribution by talker including the low (L–L%) and
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Figure 4.1: Syllable distribution tree ordered by the prosodic events lexical stress

(STR) and pitch accent (PA). The number of analyzed syllables is shown in parentheses.

Syllables are divided into stressed (STR) and unstressed (noSTR); stressed syllables are

split into accented (PA) and unaccented (noPA); accented syllables are distinguished

by low (L*) and high (H*) tones. Note that unstressed syllables are always unaccented

and that pitch-accented syllables are always stressed.

high (H–H%) boundary tones for the phrase final syllable “dads” is shown in

Table 4.1.

By using the same string of words with different pitch accent locations, and

different pitch accent and boundary tones, the design of this database allows to

directly compare the effects of these prosodic variables on voice source measures

by standard factorial analysis of variance.
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Talkers

Label F-1 F-2 M-1 Total

L* 16 7 22 45

H* 30 33 21 84

PA 46 40 43 129

noPA 58 78 76 212

STR 104 118 119 341

noSTR 100 113 122 335

Total 204 231 241 676

L–L% 8 8 12 28

H–H% 14 16 15 45

Total 22 24 27 73

Table 4.1: Syllable distribution numbers sorted by prosodic features, with respect to

each talker in the test corpus. The table includes syllable distribution numbers for the

boundary syllable “dads” from the word “doodads” (L-L%, H-H%).

4.3 Methods

Our algorithms estimate the five voice source measures F0, Ee, Rk, LIN , and

H∗
1 −H∗

2 . For comparison with previous results from literature, syllable duration

was calculated as well.

The voice source measures F0, Ee, Rk, and LIN were estimated from ex-

plicit inverse filtering and LF-fitting by using the signal analysis tool developed

at UCLA’s Bureau of Glottal Affairs [Glo]. To prepare the data for this tool,

a fundamental cycle was taken from the steady-state portion in the middle of

the vowel in each syllable for each word of the corpus. The cycles were then
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concatenated with themselves 10 times in order to produce a long enough signal

for inverse filtering. After discarding 68 syllables, deemed to be non-LF-fittable

by the inverse filtering program, there remained a total number of 676 syllables.

The amplitudes of the harmonics were estimated from the signal spectrum

by using F0 information provided by the STRAIGHT algorithm [KCP98]. The

effects of the first two formant frequencies were then removed using the correction

formula presented in Chapter 2 with formant frequencies and bandwidths (F1,

B1 and F2, B2) obtained with the “Snack Sound Toolkit” software [Sj04]. Snack

settings were: pre-emphasis factor of 0.9, analysis window length of 25 ms, and

window shift of 1 ms. The small window shift time was matched to the time

resolution of STRAIGHT’s F0 values; i.e. one F0 value every millisecond.

For each syllable, the five voice source measures were estimated and since

the goal was to compare parameter values on a sentence level, the voice source

measures were standardized relative to each sentence’s mean and standard de-

viation. The resulting standard scores – also called z-scores or normal scores –

are dimensionless and were calculated by subtracting the sentence mean from

the individual parameter values within that sentence and then by dividing the

difference by the sentence standard deviation. The standardizing equation is

z =
x− µ

σ
, (4.1)

where z is the z-score, x is the “raw” score, µ the sentence mean, and σ the

sentence standard deviation.

Manual sentence segmentation yielded syllable durations in ms. The syllable

durations were not normalized, since the speaking rate and sentence length were

similar for all talkers and sentences.

Syllables from different nodes in the distribution tree from Figure 4.1 were

then compared using a statistical two-way ANOVA test in the software package
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SPSS (v13.0). Factors for each of the two-way analyses consisted of talker plus

one other factor chosen from the prosodic features.

4.4 Results

This section analyzes statistically significant dependencies of voice source mea-

sures on the prosodic features lexical stress, pitch accent, and boundary tone.

The significance level was chosen as p < 0.01, where p is the probability of the

null hypothesis. A detailed correlation evaluation of the voice source measures

F0 with Ee, H∗
1 −H∗

2 , Rk, and LIN concludes this section.

4.4.1 Lexical stress

To analyze the effect of stress on voice source measures, syllables at boundaries

(i.e. “Da” and “dads”) as well as syllables with pitch accent were excluded from

this analysis and 181 unstressed (noSTR) and 212 stressed unaccented (noPA)

syllables remained. Statistically significant dependencies of the voice source mea-

sures on stress are shown in Table 4.2. The table shows that for stressed syllables

(noPA) duration increases by an average of 40 ms for our talkers. This result

agrees with the findings in [Oko06]. The change in F0 can be due to the effect

of adjacent pitch-accented syllables, which was shown in [Oko06]. This effect

should be avoided and a better suited set of syllables, which are not surrounded

by syllables with pitch accent had to be found.

In order to reduce the effects of adjacent pitch-accented syllables in our anal-

ysis on lexical stress, we further restricted our syllable set and analyzed just

the two-syllable word “Bobby”. In total, we analyzed 86 unstressed unaccented

(noSTR) syllables “bby” vs 80 stressed unaccented (noPA) syllables “Bo”. It is
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noSTR→noPA F0 DUR

p 0.008 0.000

z-score means ms

F-1 -.091 ↗ .085 83 ↗ 117

F-2 .049 ↘ -.217 90 ↗ 129

M-1 .210 ↘ -.442 82 ↗ 127

Total .060 ↘ -.170 85 ↗ 125

Table 4.2: Statistically significant dependencies of voice source measures on stress:

comparing unstressed unaccented (noSTR) vs stressed unaccented (noPA) syllables. All

unaccented syllables, except syllables at boundaries, were analyzed. Up arrows indicate

higher values for noPA than for noSTR, down arrows mean the opposite. DUR stands

for syllable duration. p is the probability of the null hypothesis.

assumed that the pitch-accented syllable “doo” in “doodads”, which comes after

the “bby” will not introduce any unwanted effects on the syllable “bby”. The

results for this restricted analysis of “Bobby” are shown in Table 4.3. All voice

source measures except F0 show a statistically significant dependency on stress.

Compared with the unstressed syllable “bby”, the stressed unaccented syllable

“Bo” exhibits higher values of Ee and LIN and lower values of H∗
1 −H∗

2 for all

talkers. This result for H∗
1 − H∗

2 is unlike in [Oko06], who found no correlation

of H∗
1 − H∗

2 with stress. One explanation for this could be the different vowels

compared. Also, here the syllable “Bo” does not necessarily contain a full vowel

“o”. For female talkers, the value of Rk is lower and for the male talker it is

slightly higher. Overall, this result is in line with the increase of spectral balance

for Dutch stressed syllables described in [SV96]. The observed increase of Ee for

stressed syllables agrees with studies that found an increase in intensity [SV96]
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and H∗
1 [Oko06]. The larger syllable duration - on average about 20 ms - for

unaccented stressed syllables agrees with [FK96], [SV96], and [Oko06].

noSTR → noPA Ee H∗
1 −H∗

2

p 0.000 0.000

z-score means z-score means

F-1 -.587 ↗ .476 .107 ↘ -.200

F-2 -.688 ↗ .154 .051 ↘ -.304

M-1 -.764 ↗ -.055 .915 ↘ -.009

Total -.684 ↗ .160 .380 ↘ -.170

noSTR → noPA Rk LIN DUR

p 0.000 0.000 0.000

z-score means z-score means ms

F-1 .687 ↘ -.971 -.789 ↗ .516 107 ↗ 126

F-2 .613 ↘ -.629 -.895 ↗ .324 117 ↗ 134

M-1 .270 ↗ .336 -.629 ↗ -.186 95 ↗ 120

Total .513 ↘ -.369 -.766 ↗ .189 106 ↗ 127

Table 4.3: Statistically significant dependencies of voice source measures on stress:

comparing unstressed (noSTR) vs stressed unaccented (noPA) syllables. Only the un-

accented two-syllable word “Bobby” was analyzed. DUR stands for syllable duration.

p is the probability of the null hypothesis.

4.4.2 Pitch accent

To find statistically significant dependencies of voice source measures on pitch

accent, we were interested in the comparison of unaccented stressed (noPA) with

accented stressed syllables (PA) (see tree nodes in Figure 4.1). After filtering
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out all unstressed syllables and all boundary syllables, 212 unaccented vs 129 ac-

cented (stressed) syllables remained for analysis. Analysis of variance found that,

compared to unaccented stressed syllables, LIN is larger for accented syllables.

This would correspond to an increase in high-frequency energy. However, as will

be shown later, F0 and LIN are strongly correlated, and since pitch accent can

be viewed as a combination of pitch accent tone (F0) and stress, it is crucial to

control for the influence of F0. Therefore we compared the 45 L* vs the 84 H*

syllables instead of noPA vs. PA syllables. Table 4.4 shows the dependencies of

the voice source measures on pitch accent tone. Comparing the accented tones

L* with H* yielded a very interesting result which, independent of talker, shows

that compared to L*, H* exhibits larger values for F0, Ee, and LIN , and smaller

values for Rk. No significant dependency of H∗
1 − H∗

2 (p = 0.015) and duration

(p = 0.106) on pitch accent tone can be found.

In [Eps02] it is stated that prominent and phrase initial syllables display

a tenser voice quality than non-prominent and phrase-final syllables. The 106

prominent syllables studied in [Eps02] were a subset of the 153 pitch-accented

syllables studied here. Citation from [Eps02]: “Both prominent words and phrase-

initial words displayed a tenser voice quality than their non-prominent and phrase-

final counterparts. A tense voice quality is associated in theory with greater

compression of the vocal folds and greater force of closure of the arytenoids.

Acoustically, tense voice quality is correlated with low values of open quotient

and glottal skew, and high values of spectral intensity and spectral linearity”. Our

findings are similar, however we see this behavior only for high tone accented syl-

lables and tend to attribute this behavior more to the influence of stress which is

further accentuated by the presence of a high tone.

To determine the effect of low and high tones on voice source measures, 84
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L* → H* F0 Ee

p 0.000 0.000

z-score means

F-1 -1.298 ↗ .176 .155 ↗ .373

F-2 -.339 ↗ .703 -.769 ↗ -.090

M-1 -.875 ↗ .846 -.662 ↗ .712

Talkers Mean -.942 ↗ .551 -.388 ↗ .276

L* → H* Rk LIN

p 0.000 0.000

z-score means

F-1 -.357 ↘ -.449 .061 ↗ .376

F-2 1.053 ↘ -.424 -.728 ↗ .195

M-1 .752 ↘ -.727 -.491 ↗ .523

Talkers Mean .405 ↘ -.509 -.332 ↗ .342

Table 4.4: Statistically significant dependencies of voice source measures on pitch

accent: comparing low (L*) vs high (H*) tone pitch accent. The probability (p) of the

null hypothesis and the standardized means are shown.

accented high (H*) and 45 low tone (L*) syllables were separately compared to

212 unaccented stressed (noPA) syllables, which are assumed to be of average

tone height. The results are presented in Table 4.5. The F value is defined as the

ratio of the model mean square to the error mean square. Partial η2 is a measure

of effect size and is calculated as SSeffect/(SSeffect + SSerror), where SSeffect is

the sum of squares of the effect and SSerror is the sum of squares of the error.

∆H is the parameter change for H* relative to noPA (average tone height), ∆L

is the parameter change for L* relative to noPA, and ∆H-∆L is their difference
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noPA → H* F0 Ee Rk LIN DUR

p 0.000 0.000 0.000 0.000 0.000

F 72.0 14.5 18.4 14.1 35.2

η2 0.199 0.048 0.060 0.046 0.108

∆H +.721 +.363 –.501 +.410 +14 ms

noPA → L* F0 (Ee) Rk (LIN) (DUR)

p 0.000 0.028 0.003 0.056 0.048

F 39.5 4.9 8.8 3.7 3.9

η2 0.136 0.019 0.034 0.015 0.015

∆L –.772 –.301 +.413 –.264 +7 ms

L* → H* F0 Ee Rk LIN (DUR)

p 0.000 0.000 0.000 0.000 0.106

F 109.4 19.4 25.9 16.5 2.6

η2 0.471 0.136 0.174 0.118 0.021

∆H–∆L +1.493 +.664 –.914 +.674 +7 ms

Table 4.5: Influence of low and high pitch accent on voice source measures: comparing

unaccented stressed syllables (noPA) to low (L*) and high (H*) tone accented syllables

separately. All values are means over all talkers. ∆H is the parameter change for H*

relative to noPA (average tone height), ∆L is the parameter change for L* relative

to noPA, and ∆H–∆L is their difference representing the parameter change for H*

relative to L*. The probability (p) of the null hypothesis and the standardized means

are shown. For a significance level of p < 0.01, the following measures are statistically

insignificant (in italics): Ee, LIN , and duration (DUR) for noPA→L* and DUR for

L*→H*.

representing the parameter change for H* relative to L*. Unlike the results shown

in Table 4.4, when comparing noPA vs L* and H* separately, some of the results
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were talker dependent and therefore mean values over all talkers are presented. It

can be seen that: 1) For all voice source measures in Table 4.5 the effect of high

tone pitch accent is larger compared to the effect of low tone accents (η2 is larger

for noPA→H* compared to noPA→L*). Furthermore, the effect of noPA→L*

on Ee, LIN , and DUR is statistically insignificant. 2) Comparing noPA→L*

to noPA→H*, source measures change in opposite direction, whereas duration

(DUR) changes in the same direction: e.g. for our talkers DUR increases by

about +14 ms for H* and by about +7 ms for L*. 3) Independent of tone type,

no significant change of H∗
1 −H∗

2 was found with pitch accent.

4.4.3 Boundary-related tone

Significant dependencies of the voice source measures on boundary tone are eval-

uated here. Since for our eight-syllable sentence the boundary tone was always

on the phrase-final syllable, only the unstressed unaccented final syllable “dads”

in “doodads” was analyzed. As a precaution, only unaccented “doodads” were

chosen which resulted in 10 low boundary tone syllables (L-L%, declarative sen-

tences) and 22 high boundary tone syllables (H-H%, interrogative sentences).

Table 4.6 shows an expected increase of F0 at phrase-final syllables for high

boundary tones (interrogative sentences). When comparing Table 4.6 to Table 4.4

it can be seen that they are very similar: compared to low-tone syllables, measures

for high-tone syllables always have higher F0, Ee, and LIN values, and lower

Rk values. Additionally the following can be found: 1) F0 values are generally

smallest for L-L% and largest for H-H% when compared to L* and H*. This can

be explained with a larger F0 excursion at boundaries 2) Ee values are smaller for

boundary tones than for their corresponding accented tones, e.g. EeL−L% < EeL∗

and EeH−H% < EeH∗ . Ee is smallest for L-L% and largest for H* which can
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L-L% → H-H% F0 Ee

p 0.000 0.000

z-score means

F-1 .723 ↗ 1.155 -.716 ↗ -.635

F-2 -.746 ↗ 1.151 -1.065 ↗ -.190

M-1 -1.002 ↗ 1.014 -1.303 ↗ .444

Total -.408 ↗ 1.102 -1.055 ↗ -.081

L-L% → H-H% Rk LIN

p 0.008 0.000

z-score means

F-1 .335 ↘ .231 -.692 ↗ -.284

F-2 .665 ↘ -.258 -.412 ↗ .388

M-1 .746 ↘ -.276 -1.178 ↗ .579

Total .598 ↘ -.131 -.803 ↗ .274

Table 4.6: Statistically significant dependencies of voice source measures on boundary

tone: comparing low (L-L%) vs high (H-H%) boundary tones. The probability of the

null hypothesis (p) and the standardized means are shown. Only the phrase-final

boundary syllable “dads” in the unaccented word “doodads” was analyzed.

be attributed to phrase-final effects [Sli06]. 3) Contrary to the trends for Ee,

Rk values are larger for boundary tones than for their corresponding accented

tones, e.g. EeL−L% > RkL∗ and RkH−H% > RkH∗ . Rk is smallest for H*. 4) No

significant dependencies of H∗
1 −H∗

2 (p = 0.656) and duration (p = 0.984) on the

type of boundary tone can be shown.
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4.5 Summary

When analyzing the dependencies of voice source measures on only lexical stress,

special care was taken to analyze only unaccented syllables which did not follow

an accented syllable. The two-syllable word “Bo-bby” with lexical stress on the

syllable “Bo”, was chosen for analysis. Results showed that:

• Compared to unstressed syllables, stressed syllables yielded longer syllable

durations, higher values for Ee and LIN , and lower values for H∗
1 −H∗

2 and

Rk, which would indicate a louder and tenser voice quality.

• No significant changes of F0 were found.

The analysis of the dependencies of voice source measures on pitch accent

showed the importance of controlling for F0. Understanding pitch accent as a

combination of its tone (F0) and stress, it was important to see what effect low

or high pitch accent tones (L*, H*) had on voice measures. Results show that:

• When compared to L*, independent of talker, H* provoked higher values of

F0, Ee, and LIN , and lower values of Rk. This indicates higher intensity

and tenser voice quality for H* when compared to L*.

• Compared to noPA (stressed, average tone height syllable), the effect of

adding H* was larger than the effect of adding L*. Furthermore, the effect of

adding L* to noPA on Ee, LIN , and duration was statistically insignificant.

• Voice measures changed in opposite direction when adding H* to noPA

compared to adding L*, whereas duration increased for both L* and H*.

• No significant change of H∗
1 −H∗

2 was found with pitch accent tone type.
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The results for the boundary tones L-L% and H-H%, were very similar com-

pared to the results for pitch accent tones L* and H*, respectively:

• When compared to low tone syllables (L*, L-L%), high tone syllables (H*,

H-H%) had higher values of F0, Ee, and LIN , and lower values for Rk.

Furthermore it was found that:

• F0 values are generally smallest for L-L% and largest for H-H% when com-

pared to L* and H*, i.e. F0L−L% < F0L∗orH∗ < F0H−H%. This can be

explained with a larger F0 excursion at boundaries.

• When comparing L-L% with L* and H-H% with H*, Ee values are smaller

for boundary tones than for their corresponding accented tones, e.g. EeL−L% <

EeL∗ and EeH−H% < EeH∗ . Ee is smallest for L-L% and largest for H*.

• Contrary to the trends for Ee, Rk values are larger for boundary tones

than for their corresponding accented tones, e.g. RkL−L% > RkL∗ and

RkH−H% > RkH∗ . Rk is smallest for H*.

• No significant change of H∗
1 −H∗

2 and duration was found with the type of

boundary tone.

These results indicate that stress and an increase in tone (F0) both yield an

increase in loudness/intensity and in high-frequency components, which could be

attributed to a tenser voice. On the other hand, unstressed or low tone syllables

tend to have lower intensity and less high-frequency components. Regardless of

pitch accent, stressed syllables have lower H∗
1 − H∗

2 than unstressed syllables.

Furthermore, the effect of pitch accent is stronger for H* than for L* and the

duration of pitch accented syllables is longer compared to unaccented ones. If

pitch accent is understood as a combination of stress and tone, then the effect on

83



voice source measures would be a combination of the effects of stress and tone.

The main results of this chapter are summarized in Table 4.7. The effects of stress

were studied on syllables which were not adjacent to pitch accented syllables and

which were not at boundaries, the effects of pitch accent were determined for

syllables which were not at boundaries, and the effects of boundary tones were

studied for syllables which were not adjacent to pitch accented syllables.

Stressa Pitch accentb Boundary tonec

noSTR→noPA noPA→L* noPA→H* L*→H* L-L%→H-H%

F0 – ↘ ↗ ↗ ↗
Ee ↗ (↘) ↗ ↗ ↗

H∗
1 −H∗

2 ↘ – – – –

Rk ↘d ↗ ↘ ↘ ↘
LIN ↗ (↘) ↗ ↗ ↗
DUR ↗ (↗) ↗ – –

Table 4.7: Summary table: dependencies of voice source measures and syllable dura-

tion on stress, pitch accent tone, and boundary tone. DUR stands for syllable duration.

Dashes (–) indicate that there is no significant dependency. If not stated otherwise,

results are consistent for all talkers. aDetermined for the two-syllable word “Bobby”.

bDetermined for non-boundary syllables. Results for noPA→L* and noPA→H* are av-

eraged over all talkers. cDetermined for the syllable “dads” in unaccented “doodads”.

dExcept talker M-1.
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CHAPTER 5

Summary and future work

5.1 Summary

In this dissertation, the dependencies of the voice source signal on age, sex, vowel

context, and prosody are presented. The focus is on the voice source measures

F0, Ee, Rk, H∗
1 −H∗

2 , H∗
1 − A∗

3, and LIN .

Chapter 1 explains the various scientific terms used in speech processing and

shows how human speech is produced using the lungs as a source of air pressure,

the vocal folds as a source of excitation for voiced sounds, and the vocal tract as

a resonance body to form different sounds.

In Chapter 2, a formula to remove the influence of the vocal tract resonances

on the voiced speech signal is derived. The formula is based on the linear source

filter model of speech production, which assumes that the human speech produc-

tion system can be modeled by a source, the voice source signal produced at the

glottis, and a linear filter, the vocal tract. The vocal tract is modeled with an

all-pole filter, with the poles representing the formant frequencies. The formula

provides magnitudes of the source power spectrum at select frequencies and is

evaluated at the frequencies F0 (to find H∗
1 ), 2F0 (to find H∗

2 ), and F3 (to find A∗
3).

Compared to explicit inverse filtering, which calculates the actual voice source

85



signal in the time domain, this method can be partly automated and needs fewer

manual corrections. As a result, more data can be evaluated for use in statistical

data analysis.

Chapter 3 evaluates the dependencies of the three voice source measures F0,

H∗
1 − H∗

2 and H∗
1 − A∗

3 on age, sex, and vowel context. The correction formula

presented in Chapter 2 is applied to calculate H∗
1 − H∗

2 and H∗
1 − A∗

3 from a

large speech database containing voice samples from American English talkers of

different ages and gender, spoken in different vowel contexts.

In Chapter 4, a pilot study assesses the dependencies of five voice source

measures F0, Ee, Rk, H∗
1 −H∗

2 , and LIN on three prosodic events: lexical stress,

pitch accent, and boundary tone. The measures Ee and Rk, found by explicit

inverse filtering, were added. The pilot study analyzes voice source measures

using one sentence spoken by one male and two female talkers of American English

and pronounced with different prosodic events.

The following two sections summarize the results of the dependencies of voice

source measures on age, sex, vowel context, and prosodic features.

5.1.1 Dependencies on age, sex, and vowel context

Our study shows that for male talkers, F0 drops by about 130 Hz between ages 8

and 20-39, whereas the overall drop for females is only about 50 Hz. The source

measures depended on the value of F0, and therefore talkers are split into low

pitched (males ages 15 and older) and high pitched (children ages 8 to 14 and

females ages 15 and older) groups. F0 is shown to be vowel dependent which may

be attributed to intrinsic pitch. Furthermore, F3 is shown to have a statistically

significant relationship with F0 which can be explained by the dependency of F3

on vocal tract length: A higher F3 indicates a shorter vocal tract length which
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coincides usually with smaller/shorter vocal cords or a higher F0.

H∗
1 − H∗

2 , related to OQ, drops by about 4 dB between the ages of 9 and

20-39 for male talkers, whereas for females no strong age dependency is shown.

As a result, average H∗
1 −H∗

2 values are about 3 dB lower for adult males when

compared to adult females. H∗
1 − H∗

2 is proportional to F0 for F0 < 175 Hz.

For high-pitched talkers and for F1 below 450 Hz, H∗
1 − H∗

2 is proportional to

F1, resulting in low H∗
1 − H∗

2 values for high vowels. For low-pitched talkers,

no significant dependency of H∗
1 − H∗

2 on age and vowel is shown. This could

be due to phonological differences, where females alter OQ to signal acoustic

differences while males do not, and/or to vocal tract-source interaction when F0

or its harmonics are close to F1. For both sexes H∗
1 −H∗

2 for /iy/ is about 3 dB

lower than for /ih/ which could be due to a tense/lax difference.

H∗
1 − A∗

3, related to source spectral tilt, drops by about 10 dB between ages

8 and 20-39 for males, whereas for females the values drop by only about 4 dB

within the same age period. This results in generally lower values for adult males

(by about 4 dB) compared to adult females. Until age 10, the values are similar

for both sexes. Statistical analysis shows a high dependence of the measure on

age and vowel for all talkers. Also, H∗
1 − A∗

3 shows a strong dependence on all

formant frequencies for all talkers and age groups: Increasing F1, F2, or F3 yields

an increase in H∗
1 − A∗

3. These findings imply that source spectral tilt is vowel

dependent and, in fact, it can be seen that tilt values are highest for /ae/ and

/eh/ and lowest for /uw/.

5.1.2 Dependencies on prosodic features

For the analysis of voice source dependencies on lexical stress, voice source mea-

sures estimated from unaccented stressed syllables were compared to unaccented
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unstressed syllables. In addition, the two-syllable word “Bo-bby” with lexical

stress on the syllable “Bo” was also analyzed. The interesting thing about

“Bobby” is that the preceding pitch-accented syllables (e.g. “ga” from “Da-

gada”) occurred at least three syllables before “Bobby”, thus minimizing any

possible influence pitch accent might have [Oko06]. Results show that, compared

to unstressed syllables, unaccented stressed syllables have higher values for Ee,

LIN , and duration, and lower values for H∗
1 −H∗

2 and Rk, which would indicate

a louder and tenser voice quality. No significant changes of F0 are found.

The analysis of the dependencies of voice source measures on pitch accent

shows the importance of distinguishing low and high pitch-accented tones, L*

and H*. Understanding pitch accent as a combination of lexical stress and tone

height, special attention is given to the analysis of changes in tone height, since

the effects of lexical stress were already examined: The dependencies of voice

source measures on L*, H*, and stressed unaccented syllables (noPA) of average

tone height are analyzed. Compared to noPA, H* provokes higher values of F0,

Ee, and LIN , and lower values of Rk, independent of talker. This indicates

higher intensity and tenser voice quality for H*. Compared to noPA, L* causes

the measures to change in the opposite direction, however only the changes for

F0 and Rk are statistically significant. Duration is found to be longer for H*

compared to noPA. No significant change of H∗
1 −H∗

2 is found.

The results for the boundary tones L-L% and H-H%, are very similar com-

pared to the results for pitch-accented tones L* and H*: When compared to

low tone syllables (L*, L-L%), high tone syllables (H*, H-H%) have higher val-

ues of F0, Ee, and LIN , and lower values for Rk. F0 values are generally

smallest for L-L% and largest for H-H% when compared to L* and H*, i.e.

F0L−L% < F0L∗orH∗ < F0H−H%. This can be explained with a larger F0 excursion
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at boundaries. When comparing L-L% with L* and H-H% with H*, Ee values

are smaller for boundary tones than for their corresponding accented tones, e.g.

EeL−L% < EeL∗ and EeH−H% < EeH∗ . Ee is smallest for L-L% and largest for H*.

Contrary to the trends for Ee, Rk values are larger for boundary tones than for

their corresponding accented tones, e.g. RkL−L% > RkL∗ and RkH−H% > RkH∗ .

Rk is smallest for H*.

These results indicate that lexical stress and an increase in tone (F0) both yield

an increase in loudness/intensity and in high-frequency components, which could

be attributed to a tenser voice. Furthermore, pitch-accented syllables are longer

than non-accented ones independent of the pitch tone being H* or L* and that

stressed syllables have lower H∗
1−H∗

2 than unstressed syllables regardless of pitch

accent. On the other hand, unstressed and low pitch accent tone and boundary

tone syllables tend to have lower intensity and less high-frequency components.

If pitch accent is understood as a combination of lexical stress and tone, then the

effect on voice source measures could be a combination of the effects of lexical

stress and tone.

5.2 Challenges and Outlook

This dissertation developed an approach for the extraction of voice source mea-

sures and unraveled the dependencies on the factors age, sex, vowel context, and

prosodic features for six voice source measures. It was seen that certain voice

source measures as well as the factors age, sex, and vowel are intercorrelated and

that splitting the data into low- and high-pitched talkers helped reduce these

intercorrelations. In a pilot study, the effects of prosodic events, such as stress,

pitch accent, and boundary tone, on voice source measures were presented. It

was found that a clear separation of syllable context was necessary to evaluate
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the dependencies of the voice source measures on prosody: For example, when

analyzing stressed syllables, it was made sure that pitch accented syllables were

not adjacent. Since the acoustic correlates of pitch accent do not necessarily

occur in the middle of syllables, it is recommended that contours are used or

that measurements are taken around F0 minima and maxima when evaluating

the influence of pitch accent.

Future approaches to voice source analysis should try to quantify the intercor-

relations of factors and of source measures. In order to obtain more independent

results subset of the speech data could be analyzed. It would be interesting to see

how new and different voice source measures depend on the factors presented in

this dissertation or other factors such as voice pathologies. A better knowledge

of voice source correlations with voice quality (breathy, creaky, tense, etc.) and

prosodic features (lexical stress, boundaries, etc.) would benefit speaking style

detection, emotion classification, and other higher-level information in speech.

Additionally, on a lower level, the speech source measures themselves, would

provide a better understanding of the mechanism of speech production and the

voice source signal. All in all, a better understanding of the speech production

mechanism and the (inter)correlations of voice source measures can help improve

practical applications such as speaker identification and recognition, speech recog-

nition, speech analysis and synthesis, speech coding, and speech enhancement.
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