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The Summer Undergraduate Research Program (SURP) provides participants with
an intensive 8-week summer research experience in a wide range of engineering
fields. Undergraduate students participate in research with UCLA Samueli School
of Engineering faculty and research teams to gain real-world lab experience. As
part of this program, SURP students:

Meet and network with peers who have similar goals and interests

Learn to communicate research outcomes by participating in weekly
Technical Presentation Labs

Create a professional scientific poster of their research

Write and publish a research abstract

Present a detailed Summary of Project

Become more competitive when applying to engineering graduate schools

This year, 39 undergraduate students were selected to join the 2019 SURP
cohort. | would like to congratulate this SURP class on completion of their amazing
research projects. Creating new knowledge is a very important, and a very difficult,
task. These high-performing students have done an outstanding job working
through the rigors and challenges of full time research. They should be very proud
of the abstracts and posters they have published today. | encourage you to meet
the students, ask questions about their projects, and learn about the cutting-edge
knowledge that is being created here at the UCLA Samueli School of Engineering.

y St

Jayathi Murthy
Ronald and Valerie Sugar Dean
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Filter Behavior Characterization and Verification Utilizing Analog to Digital

Converter and Digital Signal Processing
UCLA Department of Electrical and Computer Engineering
N. Adhlakha, A. Bakhshandeh, S. Bu, S. Pamarti

GRADUATE STUDENT DAILY LAB SUPERVISOR

DEPARTMENT Introduction Automation
a 0 q High-performance integrated electrical filters are desired in almost every aspect and GPIB

Electrical and Computer Englneerlng found in almost all electronic devices. In realizing very sharp and linear analog filters In order to manually automate the synchronized E4422b signal

..................................................................................................................................... wlth enhanced wave flhenng app]lcauons’ our lab began u{llizing an ln[entlonal use genel’at()l’h, we connected them Wllh GPIB and a NI GPIB board
of time varying circuits. However, for such filters to be truly useful, it needs precise which connects through usb to a computer. Then the signal
characterization with fast, and preferably automated processes. This automation generators are controlled by MATLAB code which sweeps the
created a quick and precise characterization of the behavior of various filters which frequency of both generators by IMHz until the algorithm is
would otherwise be done manually which is time consuming and inefficient. The stopped.
techniques developed in this research used off-the-shelf filters for proof of concept ~ Visual Analog

N e ha Ad hla kh a F i Ite r Be h avi or C h a racte rizati onh an d and will be used to measure the fabricated LPTV-circuit-based chips so that we will The signal data is processed through Visual Analog software, which we use for

sampling and automation to extract the magnitude and phase. The data is sent
through the input formatter, data router, and pattern saver which saves the data in

Measurement Principles and Setup anew txt file in a folder every 1000 ms. This allows the data to be

sent through an T ———
MATIAB automation algorithm

build the frequency-channelized ADC.

Verification Utilizing Analog to Digital
Converter and Digital Signal Processing

Electrical Engineering

Second Year

'SIMULINK to characterize the B — :l_‘ 2 H 5 L B
= ' : . ‘ - filter at each Hl
. . . . . The setup below is used with two synchronized Signal Generators in phase which frequenc :
UCLA High-performance integrated electrical filters are desired in almost every aspect sends two signals, one at a high frequency, and one at a low frequency through a _—

and found in almost all electronic devices. In realizing very sharp and linear power combiner. Then the two-tone signal is passed through the low pass filter and Characterization Aspects
8 Ty g Bt . into the ADC for data collecting and sent through a MATLAB algorithm. " —
analog filters with enhanced wave filtering applications, our lab began utilizing an Sigut Gomr A oo Challenges Filter Verification
q . . q A f . s B ~The two-tone set up is To verify that the low pass filter being
fntentlonal us.e of time var}/lng. CII‘CLfItS. However, for such filters to be truly useful, B necessary because the used worked correctly, the magnitude
it needs precise characterization with fast, and preferably automated processes. o . absolute phase of i response was measured with a signal
Developing this automation involved signal generators and an analog-to-digital S one sinusoidal signal depends on when the f}i‘:;‘l‘; m":f:ci‘:nfl‘::; I?Z‘i:em
. . . . X sampling starts and is therefore useless. So, .
Ph: >
converter to create a quick and precise characterization of the behavior of vari- . Th“‘se . e the relative phase is obtained by comparing it The results were =
. . . . . . € US€ OI a power combiner 1n the setu . . . \
ous filters which would otherwise be done manually which is time consuming and above auowe}; the relative phases betwe‘;ﬂ with a reference low-frequency signal, for grf;phed (topzi
. . . . . . hich the filter h: ligible delay. and compare X
inefficient. The ADC board combined with two synchronized signal generators an input signal 12 MHz) and a synchronized o as MEgHgbe detay - -
3 -The phase of the two signal generators might to the online
1 th A |to b tt MATLAB al ith dh btain the desired o (1 MHz) signal to be represented on the P gnat g g specification e
allows the signal to be sent to a algorithm and hence obtain the desire i araph to the left. The calculated phase of a D€ 0ut of lock after changing the frequency o  th ,
. . . . = . . ottom), the
magnitude and phase responses of the filter. The signal generation and process signal in itself is irrelevant; its relative which may need to be solved by using a visual dropin | y

phase to an accompanying synchronized dummy ADC setup that capturers the signal

is more complex than sweeping the input frequency because the automation loss at 12 MHz

Yo e @ w0 wm e e o . rior to it passing through the filter and then B M
) X . K X recqincy () signal is used due to the fact that the at low p i verifies our filter. ===
produces many challenges including equipment noise. My research aims to frequencies, the filter adds negligible delay, ~ CO™Pare the relative phase.

overcome these obstacles with digital signal processing. Our process of charac- Amplitude Future Work and Conclusion

terizing the parameters of a filter quickly and precisely will contribute to our labs In conclusion, digital signal processing is a complicated task which requires many

The amplitude of the signal was extracted o ' D X X
development of a frequency-channelized ADC that will use tens of such filters to with the use of the FFT function as well s wm verifications of processes and obstacles to overcome with equipment use.
. ] . takine the FFT processing eain into Jom However, the automation of characterizing filters involves synchronized Signal
separate the spectrum into multiple pieces. £ the FHL D 8 %o Generators, ADC Boards, Visual Analog Software, and a MATLAB algorithm. In
consideration. Spectrum leakage has also } ;: the end we are able to fully characterize a filters magnitude and phase and graph

been taken into account. The resultin . . .
& the results in order to understand their precise response.

amplitude magnitude is compared to data :_
sheets to verify the filter. 7 N S SR SR | Our process of characterizing the parameters of a filter quickly and precisely will
Froquency s, contribute to our labs development of a frequency-channelized ADC that will use
tens of integrated LPTV-circuit-based filters to separate the spectrum into multiple
ACkHOWIedgementS pieces. The filters are one of the

I would like to acknowledge the 2019 Summer Undergraduate Scholars Program for this
amazing research opportunity, Professor Pamarti for giving us this project to contribute to his
influential research, and Shi Bu our daily lab supervisor for guiding us through this project and
answering all of our questions to make sure this is a huge learning experience for us.

sharpest integrated filters to date

and the ability to use multiple filters
and characterize them precisely and
accurately will allow development %0
for advanced technology.

@
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Terahertz Devices and Intersubband Nanostructures @ e LA ind
Group Laboratory Diamond as a chip-scale output coupler for terahertz quantum cascade lasers

Nathan Atkinson, Parastou Mortazavian, Christopher Curwen, and Benjamin Williams
Department of Electrical and Computer Engineering, University of California, Los Angeles

FACULTY ADVISOR
Professor Ben Williams

GRADUATE STUDENT DAILY LAB SUPERVISOR Abstract VECSEL Design
Parastou Mortazavian External cavity quantum cascade lasers are an integral source of terahertz VECSEL Ridge Active Region Geometry OltpGCovplerwitihetasiiface
..................................................................................................................................... radiation. However, heat removal from the devices is critical in order to achieve THz output beam
continuous wave operation. We introduce a chip-scale output coupler for a
DIEFARALENT quantum cascade vertical external-cavity surface emitting laser (QC-VECSEL) (
Electrical and Computer Eng|neer|ng through a 500 um thick synthetic polycrystalline diamond plate. This design brings S -
..................................................................................................................................... two primary benefits: amethod of dissipating heat from the laser’s bias region and Output coupler
amechanically stable output coupler with no need for alignment. The diamond is j TN
mounted directly on top of the metasurface, rep!a.cing an existing d?sig.n invo.lving « Designed metasurface is a periodic array of
an externally mounted quartz output coupler. Initial electromagnetic simulations coupled metal-metal ridges
indicate acceptably high reflectance at a resonant lasing frequency of 3.4 THz and o Chip-scale ridges consist of a layered multiple Metisuitice
. . abandwidth of about 140 GHz. Thermal simulations will be conducted to predict i
quantum well (MQW) semiconductor structure .
N ath an Atkl nson D I a m O n d as a n O u tp ut CO u p I e r fO r the expected improvements to operating temperature and heat dissipation for the o Laser cavity comprised of metasurface and a * Previous output coupler made of
- - VECSELs metasurface. Possible areas of concern include high threshold current partially reflective output coupler quartz
CO m ute r E n | n ee r| n c h I p 'S Ca I e te ra h e rtZ exte rn a I CaV I ty and increased thermal losses due to an adjusted ridge geometry that features a o Width and distance between ridges on the * Vacuum cavity separates
p g g high fill factor. metasurface determine the resonant frequenc metasurface and output coupler
q Ys

q u a n tu m Cas Ca d e I aS e rS as does the distance of the output coupler from  ® 3.4 THzis a standard frequency for

i . aQ the metasurface which the VECSELS are designed?
Third Year VECSEL Coupled with Diamond
) . . Direct Mount to Metasurface Diamond is a superb thermal
UCLA External cavity quantum cascade lasers are an integral source of terahertz radia- B <<x eondleiar ATt a s el Response at Resonant Freq uency
tion. However, heat removal from the devices is critical in order to achieve con- = e ator. Eﬁ;‘zzﬂ:lee"rt'a’;:;:;es asa MR o once ol VE CF PhithQuatis Window FecricFiedMogniude Profle
tinuous wave operation. We introduce a chip-scale output coupler for a quantum spreader for the metasurface. Placing - sosaras
X . L diamond on top of the metasurface i l 5. 24868005
cascade vertical external-cavity surface emitting laser (QC-VECSEL) through serves to remove the external cavity i+ raztas
. . . . . . . and create a pseudo-monolithic I bpiicinn
a 500 um thick synthetic polycrystalline diamond plate. This design brings two gy Guso. o we——_ e e e i S
primary benefits: a method of dissipating heat from the laser’s bias region and a \\\ mechanical stability in applied - e > - s
. . . k i 500 um —| NN settings. The diamond introduces a i Reflectance for VECSEL with Diamond Plate 12107008
mechanically stable output coupler with no need for alignment. The diamond is Diamond  lossy medium through which the laser 2 Vi
: f : . AR A A q beam must travel. Carbon vapor | 3466
mounted directly on top of the metasurface, replacing an existing design involving deposition (CVD) diamond has been [
an externally mounted quartz output coupler. Initial electromagnetic simulations bR o i aneilel e j-
o ) . index of about 2.378.2 This changes b
indicate acceptably high reflectance at a resonant lasing frequency of 3.4 THz _ Au Plating the beam's resonant frequency; the —
q A q . / q | w =
and a bandwidth of about 140 GHz. Thermal simulations will be conducted to = el ey s 2 s o , o
. . ) L. X - / realign the resonance with the * Simulated reflectance maintains similar values from
predict the expected improvements to operating temperature and heat dissipation . _[ MQW  (arget 3.4 THz. As such, this design SRSt
for the VECSEL’s metasurface. Possible areas of concern include high threshold Active  features a much shorter ridge gap * Expected peak reflectance at resonant frequency
] ] ] Region  than previous VECSELS. (34THz)
current and increased thermal losses due to an adjusted ridge geometry that o o In electromagnetic simulations, the electric feld
. o Full-width half max bandwidth is 140 GHz at 40  profile appears uniform with no indication of
features a hlgh fill factor. Ca nd id ate Active Regio n e gain diffraction. The high intensity patterns located
periodically between ridges suggests that the device
The VECSEL will be fabricated on 2.7 THz wafer, VB0988 o Free spectral range (FSR) is 126 GHz; single mode  will behave similarly to a distributed feedback laser
. . S um x 1 mm ridae. 77 K. pulsed, winston cone : (DFB). Aradiative pattern indicative of wave
anhexr:s:ng wafer design (VB0988) 75umx1 P62, 77 K puksed, winst sl @irasiad propagation in the normal direction is observed.
which has a maximum current 0 01 02 03 04 05 08 0T o8
density of about 1000 A/cm?. Given ‘ 3
afill factor of 84.5%, the nominal 3 Acknowledgments
bias region diameter was chosen to s ) o ‘We would like to thank the National Science Foundation and the UCLA HSSEAS Summer Undergraduate Research
be 1 mm. This implies a peak s H Program for providing funding for and the opportunity to publish our research, as well as the UCLA Electrical
current of 6.6 A. > 2 f Engineering Fast Track to Success Program for its contif support of under research and studies.
Possible areas of concern moving :
forward primarily involve thermal &
performance. 500 um thick s Refe rences
diamond may not adequately 1.Xu, L., et al. "Metasurface external cavity laser.!" Applied Physics Letters, 107, (2015).
dissipate heat from the bias region. 2.Kubarev, V., et al. "Optical properties of CVD-diamond in terahertz and infrared ranges". Nuclear Instruments and
B Methods in Physics Research A, 603, (2009).
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LAB NAVE Filter Behavior Verification and Characterization Utilizing Analog to Digital

Signal Processing and Circuit Engineering Laboratory Fast Track to Converter and Digital Signal Processing

UCLA gamueli
Abbas Bakhshandeh, Neha Adhalaka, Shi Bu, Sudhakar Pamarti

|of Engineering

FACULTY ADVISOR summer scholars program

Summer Undergraduate
. n et i i i i i i ig - Research Program
Professor Sudhakar Pamarti Elx}ﬂ'ﬁfﬁ:ﬁfﬂm?yt Department of Electrical and Computer Engineering, University of California - Los Angeles
: e - N
GRADUATE STUDENT DAILY LAB SUPERVISOR Introduction 4 Spectral Leakage A
High-performance integrated electronic filters are desired in almost every aspect and found in
almost all electronic devices. It is desirable to know their responses, and in some applications, (A) Whenever the period of time being A
.................................................................................................................................... . it is preferable that precise measurements of the filter's frequency responses be measured. analyzed does not contain an ®
Without this step, there will be performance degradation. The utilization of the ADC enabled an integer number of periods, spectral
DEPARTMENT automated process with high precision, as the ADC’s output could be processed digitally for leakage occurs. While performing w}
. . . better handling of various error sources. Our use of an Analog to Digital Converter (ADC) in a Fast Fourier Transform, this |
Electrlcal and Computer Englneerlng addition to signal generators and Matlab algorithms allowed us to automate the process of leakage causes sharp junctions, «}
. verifying the veracity of a filter's intended behavior; this process allowed us to extract which in turn increase the
properties such as magnitude and phase, some of the most important parameters to our perceived frequency content of the oo
interest. In our specific case, we intend to use such measurements to create a hybrid filter signal. This must be accounted for A [
bank that utilizes alias cancellation. This filter bank will allow for high-dynamic range and low- in order to extract the correct
\_ power applications. J relative phase value of the signal, 20t
and hence to characterize the filter
4 . e . N\ effectively. This is possible to do o |
Filter Verification Setup and Process since we know the signal 4 e NG
H a u gu = frequency, which we chose as the 2 15 a4 95 o0 os ' s 2
Abbas Bakhshandeh Filter Behavior Verification and A

input. W
- : = B
3 " I \.J (B) To solve the issue of spectrum
v 004

leakage, we are truncating the

Electrical Engineering Characterization Utilizing Analog to Digital — — ‘- caage” e ' ncalng e
Converter and Digital Signal Processing Converter o il gl

representation of the original signal.

Second Year

i e St This is necessary because the FFT
1 — function assumes the data being
. - L | » e I
UCLA Electronic filters are utilized almost everywhere. However, while integrated filters Visual Analog S e s e ot womal e
B . . M u b . . .
are demanded in modern high-complexity systems, for them to be truly useful, Software o oo Do o O u weiomtin
(A) The signal generator — or multiple signal generators in sync with one another to produce ) functions, can solve this issue
we need to fu||y characterize them with great precision' While such character- multiple signals - constructs a signal which is sent to the analog digital converter, which in turn \ v * = F-:\-w-vn:l ® ° . " ' ' /
passes through the filter on its way to the Visual Analog Software. The data set produced through
ization and testing may appear to be Straightforward many difficulties arise in this software is extracted, and then sent to Matlab for analyzation. Within Matlab, Fast Fourier | /= ™
? Transforms in addition to various other functions are utilized to extract the amplitude and relative Lock-In Amplifier
practice. For example, such characterization needs to be fast and accurate, \_ phase of the signal, from which the filter's properties can be characterized and confirmed. ) 1 ¢
. . . . . U (t) = —/ SIn[27 frof - 8 + @)U (s) ds
with multiple aspects being measured simultaneously. Measurement equipment /" Utilization of Matlab Algorithms and Power Combiner to \ T J)or
non-idealities, such as noise and non-linearity, had to have been addressed with Extract Amplitude and Relative Phase (A) The methods associated with a lock in amplifier must be utilized in order to decrease the
noise surrounding the signal. This is important because at frequencies where the filter
careful consideration. OUI’ utilization Of an Analog to Digital Converter (ADC) A greatly attenuates the signal, the input to the ADC will be too small, which will cause it to
- @ Th tud ¢ th anal be overwhelmed by noise. Therefore, we need a lock-in amplifier to de-noise it to get the
H H . ’ x 12 e amplitude of e signal was signal. The properties of a lock in amplifier were simulated in Matlab by multiplying and
enabled an automated process with hlgh precision, as the ADC'’s OUtpUt could ;: s extracted with the use of the fft function as then integrating the data set by a reference signal of the same frequency to eliminate the
be processed digitally for better handling of various error sources. Our use of g o oy e o o | | effectsof all requencies not of mportance. )
a A q 0 et b tak int t. Th It
an ADC in addition to signal generators and MATLAB algorithms allowed us to z e amplitudo. magnitude, 5 compared 1o, dats e . \
g A o~ A q q s sheets to verify the filter's frequency Conclusions and Future Work
automate the process of verifying the veracity of a filter’s intended behavior; this oo response.
process allowed us to extract properties such as magnitude and phase, some of D e e
Froquency Mo
the most important parameters to our interest. These now characterized filters (B) The Power Combiner uses two input poris o B
can be utilized in more complex integrated systems for various communication combine two input signals into a single output
signal. This is necessary in the case of
A q A A 8 q analyzing the phase of a signal, as the relative
applications. For example, the aid from the automated, precise characterization phase of one signal o anther is what is really
of filters will allow the building of a hybrid filter bank - which would consist of tens desired. The power combiner allows both (A) Looking forward, the algorithms developed will allow for the accurate verification and

signals to be graphed and analyzed within one characterization of the self made filters in the lab. These verified filters can be utilized in more

of filters - to achieve signal reconstruction with much less difficulty, which is key setof data. complex integrated systems for various communication applications. A filter bank can now be
[ constructed which will facilitate more efficient signal reconstruction; this in turn will be useful in
to realizing a wideband frequency-channelized ADC for high-dynamic-range and o (C) The use of a power combiner allowed realizing high-dynamic range and low-power applications. Additionally, our process of
1eme the relative phases between an input signal characterizing the parameters of a filter quickly and precisely will contribute to our labs
|0W-power applications. e (12 MHz in this case) and a synchronized development of a frequency-channelized ADC that will use tens of integrated LPTV-circuit-
(1 MHz) signal to be represented within one Qased filters to separate the spectrum into multiple pieces.
Q graph. The calculated phase of a signal in
° itself is irrelevant; its relative phase to an - N\
accompanying synchronized signal reveals Acknowledgments

its true behavior and allowed the filter to be This work was supported by the Fast Track to Success Summer Scholars Program. It has also

f””QY chf:]ratctel;izled. 1’his is t:_uasedthonr}the been supported and much gratitude is given to Professor Pamarti as well as Shi Bu, our daily lab
ngclionn I?'bal dO‘I” requencies, the filter supervisor, for their input on the project. Abbas Bakhshandeh is participating in the Summer
\ e N i e e & adosnegligible delay. j \Undergraduate Scholars Program at the Henry Samueli School of Engineering at UCLA.
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LAB NAME H H H H
. : : wmesonsponn  RODENT Path Reconstruction using Hippocampal Rate Coding
Algorithmic Research in Network Infromation Flow Laboratory BrcrlEresiogDearmer ) , e )
.................................................................................................................................... : R Pranav Balgi, Yahya Ezzeldin, Christina Fragouli
FACULTY ADVISOR UCLA §f§o‘l‘!‘f‘5lr!g?!gnng Algorithmic Research on Networked Information Flow (ARNI)
Professor Christina Fragou li Summer Undergraduate Research Program Department of Electrical and Computer Engineering, University of California, Los Angeles
GRADUATE STUDENT DAILY LAB SUPERVISOR . .
Introduction Neural Encoding .
Yahya Ezzeldin e oason
neural networl S
........ o Gosl:use neurl ke resding rom  at o dtermine
position in an enclosure « spike rate of each neuron (N=73) is modeled as a SIS H
L H A
DEPARTl\fIENT . . * spike readings are taken from multiple neurons in the rat’s Poisson process (pos't'onu - AD
Electrical and Computer Englneerlng hippocampus * Poisson parameters are functions of the stimulus . 1
..................................................................................................................................... * hippocampus is a part of the brain that is associated with « different sets of features from the stimulus can be Feature Poisson ;- e
) ) Extraction Model - ]
spatial memory used as the input to the model y - i, 3
+ spike readings are condensed into spike rates for each neuron, * model is trained to determine the parameter for :
+ spike rates are believed to hold information about the stimulus every neuron at every position in the enclosure \ - An-1
(the rat’s position) « aneural network can be used for feature extraction N '
g 0 * a high-performance decoder could possibly be adapted to
1 ROde nt Path Reconstru ctlon us I n improve decoding of neural responses which is a key interest
ranav Balgi
= = for brain-machine interfaces .
Computer Engineering Hlppocampal Rate COdIng *data was provided by the W. M. Keck Center for Neurophysics at UCLA DeCOdIng MethOds
One-Shot Decoder
. . ) ) . i . . i * selects position with maximum likelihood at each time
Third Year The goal of this project is to use neural spike readings from a rat to determine its ol (ostions Path Decoding « s(£): decoded position at time ¢
stimuli (positions;
o . . . . t)= L3t
position in an enclosure. The spike readings are taken from several neurons in - position is discretized by even sampling 4@ = e (o)
UCLA the hippocampus, a part of the brain that is associated with spatial memory. The « A9: poisson parameter of neuron  at position i Gree:iv Decoder i . »
spike readings are condensed into spike rates for each neuron, which are be- o O, soike rate of ctime I S (10 S 5 10 B G 7 Gl (Lo S (el
Yn: spike rate of neuron n at time s(t) = argmax L(i | t) s.t. [lp() —p(st = D)l <7
13

lieved to hold information about the stimulus (the rat’s position). The spike rate of
each neuron is modeled as a Poisson process with an unknown parameter that
is a function of the stimulus. A neural network is used to determine the parameter

for every neuron at every position in the enclosure. Different sets of features from Himais

* L(i| t): log-likelihood of being on position i at time ¢
N-1 ) ) Viterbi Decoder
L3i|t) = Z y,gt) log}\sl’) = AE:) « selects path with maximum likelihood out of all possible paths
=0 * s(i, t): maximum likelihood previous position from position i at time ¢
* m(i, t): path metric on position i at time ¢t

s@i,t) = argmaxm(j,t = 1) + L3 | ©) s.t. [pD) —p(DII <7

log-likelihoods decoded path

. . 4
the stimulus can be used as the input to the neural network. The parameters Yo =) 7, L6 = £GsG8) | €= 1)+ £G | ©)
and spike rate data are then fed into a decoder to reconstruct the original path. hel . = L, : ]
. . . v Trained - L, Adaptive Deu‘u‘ilng - ) 4 . B
There are many different feature extractions, neural network architectures, and Poisson « selects position that is within a variable distance r of the previous position
bE] Model —) Ly * ris proportional to current speed

decoding schemes that can be used in this framework. The goal is to select the
features, design the neural network, and build the decoder that will minimize
error in the reconstructed path. Some of the decoding algorithms that have been
explored in this project include one-shot decoding, greedy decoding, Viterbi

s(t) = argmax L(i | t)

-—) [, ) s.t. IpQ) - p(s(t — D) < allp(sCt — 1)) - p(sCt — 20|

Becoding error on training interval 0-200 decoding error on training interval 1200-1400
; : : ; : Results "= .
decoding, and adaptive decoding. A high-performance decoder could possibly be = e Al KR ponivhg
skl brai hi interf * Viterbi decoding performs the best, but at the cost of running time I =t e : 4| —_—
~ 30| v - 7/ » Adsptive Viten
acapICULOIMPIONEINIS I aCINCITCLSCeEy « adaptive decoding slightly improves the greedy decoder, but not the Viterbi decoder i — ww»_ - 7/ §51 ~ -
0] —= | e i
« performance decreases as the testing interval moves away from the training interval i»‘ / e o E:‘: . — \
« decoders perform better when trained on future intervals rather than past intervals !w_ / Z3 Eaol ﬂ
+ all of these decoders can run in real time, with the Viterbi decoders requiring a delay ol . . . . . . ol . . . . . .
[ e R e O i WP oW o L
* one-shot decoding performs the worst, showing that more sophisticated decoding toving rterest () tosing ntervat )
algorithms can improve performance w0 decoding error over different training intervals - - decoder run times
| e
H Adsptive (Greedy)
K b s 2 |
Future Wor 1.
o | — |
 explore more decoding algorithms g —— — -
 try out different neural network architectures for encoding Es E — m— -
P
* try out new feat tractions f di — - - - - - -
ry out new feature extractions for encoding o — o e P e R ST | ]
* select different combinations of neurons to use trainiey nteeval (31 ron G b
8 9



A High-Speed, Low-Cost, and Compact Optical Delay Stage for Terahertz Time-

LAB NAME
Terahertz Electronics Laboratory FastTrack to /G Domain Spectroscopy Systems UCLA I
............................................................................................................. Arhison Bharathan, Madeline Taylor, Nezih Yardimci, Deniz Turan, Mona Jarrahi m

FACULTY ADVISOR summer scholars program

Electrical Engineering Department Department of Electrical and Computer Engineering, University of California — Los Angeles

Professor Mona Jarrahi R
' 4 Back d — What is THz-TDS? \( Objecti )
ackground — at is z- [ ectlive
GRADUATE STUDENT DAILY LAB SUPERVISOR 9 ) ; ) !
. . . Terahertz Time-Domain Spectroscopy (THz-TDS) is a well- Recent technological advancements in THz-TDS systems—due to the creation of more powerful sources and more
Dr. Nezih Yardimci and Dean Turan established technology within the field of terahertz (THz) sensitive emitters which offer better signal-to-noise ratios—have made the use of this technology practical at a commercial
research. Created in the early 90's, this technology exploits the scale. To optimize the size and speed of such systems, another necessity is to create a compact, high-speed delay stage to
.................................................................................................................... o electromagnetic_absorption properties of matter in the Tz increase system portability and usability.
DEPARTMENT waveband for purposes of chemical identification, material Our research objective is to develop this miniaturized delay stage. By leveraging speed, cost, and size, we aim to create a

delay stage at a size suitable for commercial use. To gauge the progress of our designs, we compare the THz wave detection
results from our stage and a laboratory delay stage, looking the clarity and accuracy of absorbed frequencies. Other statistics
like travel, weight, and size are also considered.

a A A characterization, and nondestructive material analysis.
Electrical and Computer Engineering
: J

[ Crank Mechanism - Proof of Concept \

We have chosen to use a crank mechanism to drive our stage since it trivially achieves smooth, consistent, reciprocating
linear motion. Unlike a laboratory stage, the path a crank mechanism follows is invariable so a trivial h-bridge motor controller
suffices to actuate the mechanism. A lab scale prototype of this mechanism allows us to compare THz measurements between
a laboratory stage and crank actuated stage to determine the viability of this mechanism for this THz-TDS.

THz-TDS System Operation:

+ THz emitter - receives a femtosecond IR pulse and emits THz
radiation towards sample

THz detector - upon receiving a femtosecond IR pulse and

Laboratory Stage — Newport Motorized Linear Stage IMS300LM-S
Produces accurate and precise motion at the expense of size, cost, and, speed. This
stage is only practical in a laboratory setting.

Arhison Bharathan A High-Speed, Low-Cost, and Compact
Optical Delay Stage for Terahertz Time-

Electrical Engineering

- THZ pulse, acts as a switch to allow current pass when struck Frequency 1.2 Hz
Domain Spectroscopy Systems gt Tou rove 30
« Delay Stage — moves two mirrors at 90° on a carriage to vary @ e ©n
Second Yea r the optical path length of the IR pulse to the detector. This Weight 17 kg
allows for time-domain reconstruction of the pulse (see Figure Size 5516/cmxi18lemix8.9lem
1). A Fourier transform of this reconstruction yields the B
Price about $10,000

frequency-domain characteristics of the pulse (see Figure 2).

THz-TDS: Time-Domain Wave

UCLA Terahertz Time-Domain Spectroscopy (THz-TDS) is an application of the tera-

hertz band of the electromagnetic spectrum with advanced capabilities in chemi- Laboratory Scale Crank Stage

€ This is a prototype to find out whether a crank mechanism can provide any THz-TDS
cal identification, material characterization, and nondestructive material analysis. §A_ ‘/M 22?;ut§?rie£sth2glfri;—;i:. stage [ 30 prined and uses finear sides and a stepper
Recent developments in THz emitter and detector technology have established %E MV\"\/\/\W‘ Frequency 22Hz
improved signal-to-noise ratios within these systems, increasing the viability of 3 \ x;:;ravel :e:n;
THz-TDS in commercial applications. However, the weight and speed of these Time (pe) W size 18 cm x 12.2 cm x 8.9 cm
systems are also limited by a component known as the delay stage, a mechani- Flgure 1= RecoTasg:f;z)dryTyéz;a:tZégough arteing 2 . abouts1s0
cal device used to vary laser optical path length. The focus of our research has THz-TDS: Frequency-Domain Wave THz Wave Absorption Through Air (Frequency-Domain) Results

—Crank Stage —Lab Stage Crank Stage exhibits:

been to create a miniaturized, high-speed delay stage to address this need.

=

5
H —~
CE; 3 « Shallow absorption lines (m)
. . . 2s 5 - Shifted absorption lines (A)
While laboratory delay stages offer sub-micron accuracies, these systems 3 2
[s] a
. a . . . o We believe these errors are systematic
are often large and expensive due to the extra functionality they provide. We Frequency (THz) g natUre. Since e Con Soeount for Seh atrars
: : A . ) . y . b1 through post-processing, we conclude that a
have opted to explore alternative mechanisms to achieve compact and cost Figure 2 - Fourier I}erzrlljzfr(])gir;lso; Figure 1 from which absorbed g Frequency (THz) crank Mechanism shows promiss in 3 THz.
effective designs that suit our application. Utilizing 3D printing and machining, \_ VAN TDS system.
we have created prototype stages using crank and crank-inspired mechanisms e N /- - B\
that achi . tion fi . £10.4 H dto 1.2 Hz b Current Work — Mechanism Miniaturization Conclusion and Future Work
at achieve reciprocation frequencies o : z (as compared to 1. Zbya We use an iterative design approach to create smaller, high-speed versions of the crank mechanism we previously tested. To improve A crank mechanism presents
] L _ precision we employ stereolithography printing and CNC routing to create the stage and actuate the carriage on linear bearings on shafts. promising results for use in the actuation of a
laboratory stage). Through comparisons of THz-TDS results between a labora i ammos 00 et oo THeTDS dolay sige.Once our siag
. 0 i tion fr St mechanically complete, we plan to develop a
tory stage and our stages in the clarity and accuracy of absorbed THz waves e MY, ankeinspired eccentri reduces vibration n motor control scheme utilizing position
. . d i fi tability due tc 1 2 feedback to further improve frequenc
measured through air, we have also been able to classify the efficacy of each e vottonay nerta (Ho) NA 104 A stabilty, Utlizing superior manufactuning
i i i i Total Travel hni 9. CNi hini ill al
iteration of our device. Looking at areas other than performance, our stages are o) 12 07 1.1 e o oniom a0
lighter (211 g to 17 kg) and cheaper (about $200 to $10k) as well. Weight (g) 101 211 N/A? Acknowledgments:
, * UCLA Summer Undergraduate Research
Low rotational inertia flywheel Size (cm?) 74%6.6x4.6 94x6.2x5.4 Program (SURP)
results in poor frequency stability « Terahertz Laser Lab
Dual linear bearings per rail improve  Price $220 $260 $300 + Mona Jarrahi, Nezih Yardimci, Deniz
s vertical beam precision r — es this val - Turan
L 2. NIA stattcs have ot boom measured dus t workin rogress I\ UCLA Rieber Makerspace Y,
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Analyzing and Quantifying Laser Beam
Quality Using the Knife Edge Technique to
Calculate the M? Factor

A laser’s beam quality is a critical parameter in the performance of the laser in
the laboratory or for industrial use. Describing the beam quality entails measuring
the beam’s spot size, a fundamental problem in laser diagnostics as laser beams
are often irregular in shape. This is due to the various modes in a laser beam.
The ideal Gaussian beam consists of the fundamental lowest-order TEM0O

mode and has an irradiance beam profile described by a Gaussian function. We
demonstrate a beam quality factor measurement of a terahertz quantum-cascade
vertical external cavity surface-emitting laser (QC-VECSEL). The external cavity
ideally allows for lasing at the fundamental Gaussian mode. Using a knife-edge
measurement scheme, the M? factor can be extracted, which describes the ex-
tent to which the beam is diffraction limited.

The knife edge technique uses a converging lens to focus on the beam and
makes a series of stepped measurements with a knife-edge in two different trans-
verse directions at and around the lens’s focus where the beam radius is mini-
mized. This allows the calculation of the beam’s spot size, the radius of the beam
containing the majority of the power, by measuring the transmitted power with

the shift of the knife in the transverse directions. By analyzing the behavior of the
beam radius across the optic axis, the divergence of the beam is characterized.

Fast Track to Analyzing and Quantifying Laser Beam Quality Using the Knife Edge

summer scholars peogram

el UCLA EClUCI

Technique to Calculate the M? Factor

Cindy Chang, Anthony Kim, and Professor Benjamin Williams

Alaser beam is created by photons bouncing
between two mirrors. The longitudinal mode
determines the frequency, wavelength, and thus
color of the beam. The transverse modes are
described by the distribution of the irradiance along
the radial direction. An ideal laser beam only
consists of the fundamental lowest-order TEM,
mode and has an irradiance beam profile
described by a Gaussian function; however, real
lasers are not ideal and typically oscillate in the
lowest and possibly higher-order modes. To
quantify the beam quality of a laser, the knife edge
technique takes the waist measurements from
stepping a knife incrementally through a beam.
The MATLAB curve fitting calculates the M2 factor
in the transverse directions.

Introduction
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Figure 1. Diagram of the various main parts - - 3 - )
used in laser beam machining Figure 3. Experimental laser setup consisting of Figure 4. The knife edge used to
the laser, mirrors, lenses, motor, and the detector take stepped measurements

Figure 2. Various TEM modes described by
irradiance profile

Terahertz Laser

Terahertz laser or far-infrared laser is a laser
with an output wavelength in the far infrared,
terahertz frequency band of the electromagnetic
spectrum between 30-1000 pm. The laser used
in this experiment is the quantum-cascade (QC)
vertical-external-cavity surface-emitting-laser
(VECSEL). The metasurface acts as an
amplifying mirror in the external cavity allowing
for an increased beam quality. The experiment’s
specific laser operates with 1.7 mW average
power, pulsed mode, 10% duty cycle at 3.44
THz, 77K operating temperature.

8 A
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£ Figure 6. Irradiance
o™ 2| profile of terahertz laser
4
-
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THZ oytons beam
Figure 7. Diagram of terahertz )
laser Outpnt coupler | Active focusing
metasurtace

The small M2 values were most likely due
to diffraction effects from the experimental set
up and the knife edge effects. Several mirrors
were used to reflect the beam before detecting
the irradiance. Altering the experimental set up
to limit these diffraction effects in future work will
make the experiment and results more
accurate.

The experimental setup also had to take
into account that while the x and y movements
were motorized, the z steps had to be done
manually, significantly slowing down the data
acquisition process. Using a motor to turn the z
position would aid in future M2 calculations.

Additionally, making the labview
programmatically calibrate the start and final z
positions will make the experiment notably more
efficient.

Methods

With the labview program, the knife edge makes stepped movements in
the transverse directions, taking and storing the detector’s irradiance
measurements in a textfile along with the x, y, and z positions of the
knife. The apparatus holding the knife is then moved to a different
location along the z axis. The program pauses until the user indicates
that the knife is in position for another set of measurements and the
program loops again for the transverse directions in the new z position.

To ensure the program made at least five measurements within one
Rayleigh length and at least five outside, the z measurements spanned
several millimeters with the step size determined from the Rayleigh
length.

The error function was fitted to wash out drastic effects of
diffraction. The 10-90% criteria for the beam waist was then used to

Figure 8. An Irradiance vs Distance graph
obtained during data acquisition

-2\
wei(2) = wo, (1 4 (x'_z“) |
e

Zox = z0ffset determine waist measurements. This 10-90% criteria was chosen
— because of the clip levels rationalized using variances in the transverse
Zne = T‘ directions3. It defined the waist size as the width where 10-90% of the
total irradiance was measured. Curve fitting was then used to find the
WA (2) = woed + M.’(NL) (- 20)? equation of the hyperbola that most accurately described our
fox

experimental data. This provided the value of beam waist constant, w,,

BoursigyThelequationsiusediiojcurvelfitiiielx which was then used in our M2 calculations for the transverse directions.

waist measurements. The same were used for the

y measurements.
| Rosuts _| Roferences

= . [1] Siegman, A. E. “Defining, measuring, and optimizing laser beam
o~ The beam waist for the x and y quality.” Proc. SPIE 1868, Laser Resonafors and Coherent Optics:

directions were 0.17 mm and 0.20 mm Modeling, Technology, and Applications, 13 August 1993
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: 8 2] Siegman, A. E. “How to (Maybe) Measure Laser Beam Quality.”
respectively, as shown by Figures 10 and 11. DPSS (Diode Pumped Solid State) Lasers: Applications and ssues,
The Mx2 and My? values were calculated as 1998.

1.12 and .8612 respectively. The obtained
value being under unity implies that there
were errors in the measurement. This

3] Siegman, A.E., et al. “Choice of Clip Levels for Beam Width
Measurements Using Knife-Edge Techniques.” IEEE Journal of
Quantum Electronics, vol. 27, no. 4, 1991, pp. 1098-1104.

Figure 10. Waist Size vs Z Position for X [4] Suzuki, Kenta, et al. “Spatio-Temporal Imaging of Terahertz

discrepancy was most |ike|y due to diffraction Electric-Field Vectors: Observation of Polarization-Dependent Knife-
e e e e, 2 N Edge Diffraction.” Applied Physics Express, vol. 12, no. 5, 2019, p.
= effects during the knife-edge measurements. 052010, doi:10.7567/1882-0786/ab12fc.

Optical responses involved in the
diffraction at metal edges are dependent on
the laser’s polarization?. This laser used was
horizontally linearly polarized, resulting in
different diffraction behaviors between the two

W S transverse directions. Orienting the knife at a
Figure 11. Waist Size vs Z Position for Y 49 degree angle to the polarization may have
- suppressed these differences.

Figure 12 shows these effects in the
integrated intensity data before the fitting. The
small peaks in the plot indicate disturbances
in the optical alignment due to the knife-edge
diffraction. This will ultimately influence our
final results.

We would like to thank the National
Science Foundation for providing
funding for our undergraduate research.
We would also like to extend our thanks
to the UCLA Electrical Engineering Fast
Track to Success Program and UCLA
Samueli Engineering SURP for its
continued and valued support in

Figure 12. Irradiance vs X position at research and academic studies.

the 5mm z position
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Implementing Kinematic Prediction via
Physics-Guided Neural Networks

Physics-guided neural networks (PGNNSs) are crucial for modeling resistive
behaviors in real- life scenarios ranging from vehicle tracking to aerial trajecto-
ries. In prior papers, bounding box construction for videos would entail construc-
tion for every individual frame, hindering progress in terms of speed-up without
significant computational power. This paper aims to bridge the divide between
inage and video object detection, utilizing kinematic priors to predict the motion of
subjects via the incorporation of affine transformations and per- spective consid-
eration (horizon, side-to-side, overhead, etc.). Approaches based on optical flow
algorithms and tubelet architectures are considered, and blended with physical
mod- ules to harness spatiotemporal coherence among individual frames. Py-
Torch 1.0 acts as the framework for code development, and all code is expected
to be open-source for future development.

Summer Undergraduate 7

Functional
Nanomaterials

Summer Scholars

/oWy Samueli

Research Program

Using Physics-Based Machine
Learning to Track Objects

Physics-guided neural networks (PGNNs) are crucial
for modeling resistive behaviors in real life scenarios
ranging from vehicle tracking to aerial trajectories. In
prior papers, bounding box construction for videos
would entail construction for every individual frame,
hindering progress in terms of speed without
significant computational power. This paper aims to
bridge the divide between image and video object
detection, utilizing kinematic priors to predict the
motion of subjects via the incorporation of affine
transformations and  perspective  consideration
(horizon, side-to-side, overhead, etc.). Approaches
based on optical flow algorithms and tubelet
architectures are considered and blended with
physical modules to harness spatiotemporal
coherence among individual frames. PyTorch 1.0 acts
as the framework for code development and all code
is expected to be open-source for future
development.

Brian Chap, Lucas He, Irfan Syed

Guangyuan Zhao, Achuta Kadambi

Department of Electrical and Computer Engineering, UCLA

Regional Convolutional
Neural Networks

Figure 1 : Improvements such as
clearer annotations and bounding box
representations were made on a Faster
R-CNN framework with 20 different
classifications of objects. The physics
model resulted from this framework of
Faster R-CNN.

Implementing Kinematic Prediction via
Physics-Guided Neural Networks

Fast Tra to

summer scholars program

Dataset

Applications of physics-based calculations on the
Faster R-CNN framework were tested on a
self-made dataset of videos that captured optimal
scenarios, including drops, tosses, and object
sliding on surfaces to model the effects of gravity,
resistance, and object motion. The added
complexity of object occlusion was captured for
the purpose of modeling realistic difficulties in
object detection and motion prediction.

Physics-Based Model

Frame For Frames 1 and 2,
Frames 2 and 3

Calculate Euclidean
distances between
bounding boxes of the
same class between frames

Remove “camera
» motion” if all subjects
move consistently

|

Identify the shortest
distance between
bounding boxes of the
same class (velocity). (acceleration).

Find the change in
velocity between two
pairs of frames

<4

l For next 17 frames

The midpoint of a bounding box
(above) was used to calculate distance

Use kinematic equations to predict locations of future
bounding boxes.

|

If ground truth is close to the predicted

If ground truth is far from the predicted bounding

bounding box, increase confidence probabilities. | |box, decrease confidence probabilities.

Future Plans

The proposed physics model performs with high
confidence values in the ideal scenarios created
within the dataset. Expectations for future
improvements include higher efficiency rates,
faster processing rates, greater accuracy
between multiple objects, and more accurate
predictions for accounted complexities such as
occlusions, lighting, and camera motion.

Limitations of current model:

Inability to account for changing acceleration
Inability to predict object motion with occlusions
Prediction model accounts for only 2D object
transformations.

Unidentified objects lack physics-based machine
learning

Applications:
Self-Driving Defense Industry

Autonomous Drones Movement Prediction

Preliminary Results

bottle Sottie
0.816 l 0.967 B Joseose

Figure 4: Bottle detection without
physics-based learning (left) and with
physics-based learning (right)

Figure 5: Multiple object detection
without physics-based learning (left)
and with physics-based learning (right)
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Physics-Based Object Temporal
Localization Via Video Segmentation

The field of object detection has seen much advancements over the past years,
especially in videos with the implementation and improvements of architectures
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Using Physics-Based Machine
Learning to Track Objects

Physics-guided neural networks (PGNNs) are crucial
for modeling resistive behaviors in real life scenarios
ranging from vehicle tracking to aerial trajectories. In
prior papers, bounding box construction for videos
would entail construction for every individual frame,
hindering progress in terms of speed without
significant computational power. This paper aims to
bridge the divide between image and video object
detection, utilizing kinematic priors to predict the
motion of subjects via the incorporation of affine
transformations and  perspective consideration
(horizon, side-to-side, overhead, etc.). Approaches
based on optical flow algorithms and tubelet
architectures are considered and blended with
physical modules to harness spatiotemporal
coherence among individual frames. PyTorch 1.0 acts
as the framework for code development and all code
is expected to be open-source for future
development.

Physics-Guided Neural Networks

Brian Chap, Lucas He, Irfan Syed
Guangyuan Zhao, Achuta Kadambi
Department of Electrical and Computer Engineering, UCLA

Regional Convolutional
Neural Networks

Figure 1 : Improvements such as
clearer annotations and bounding box
representations were made on a Faster
R-CNN framework with 20 different
classifications of objects. The physics
model resulted from this framework of
Faster R-CNN.
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Dataset

Applications of physics-based calculations on the
Faster R-CNN framework were tested on a
self-made dataset of videos that captured optimal
scenarios, including drops, tosses, and object
sliding on surfaces to model the effects of gravity,
resistance, and object motion. The added
complexity of object occlusion was captured for
the purpose of modeling realistic difficulties in
object detection and motion prediction.

UCLA

such as Optical Flow, Tubelets, and Temporal Action Localization. However,
such methods are still limited in their speed, efficiency, and accuracy, with the
current fastest method running at an average of two frames per second. Thus, A
we propose the usage of the Physics Guided Neural Network (PGNN) to aid this
task. By specifically tailoring this to detection of cars we hope to produce a naive
form of detection that can track and solve transformations (i.e. scale, sheer, and
direction) of cars as they travel down a road. Using segmentation, we would
then be able to establish instances of the cars as apply a physics model and
determine each object’s trajectory based on the previous frames of the object’s
path. The application of the physics model will serve to reduce the computational
requirements of previous methods and allow for a more accurate prediction of an
object’s temporal location.

Physics-Based Model Future Plans

For Frames 1 and 2, The proposed physics model performs with high
Frames 2 and 3 confidence values in the ideal scenarios created
within the dataset. Expectations for future
Remove “camera improvements include higher efficiency rates,
distances between » motion” if all subjects faster processing rates, greater accuracy
bounding boxes of the move consistently between multiple objects, and more accurate
same class between frames predictions for accounted complexities such as
l occlusions, lighting, and camera motion.

Identify the shortest Find the change in
distance between velocity between two
bounding boxes of the 7| pairs of frames
same class (velocity). (acceleration).

Calculate Euclidean

)

Limitations of current model:

Inability to account for changing acceleration
Inability to predict object motion with occlusions
Prediction model accounts for only 2D object
l transformations.
For next 17 frames Unidentified objects lack physics-based machine
Use kinematic equations to predict locations of future learning
bounding boxes.

The midpoint of a bounding box
(above) was used to calculate distance

l Applications:
If ground truth is close to the predicted If ground truth is far from the predicted bounding Self-Driving Defense Industry
bounding box, increase confidence probabilities. | |box, decrease confidence probabilities. -
Autonomous Drones Movement Prediction

bottle Saha, Sumit. A Comprehensive Guide to Convolutional
0.816 Neural Networks — the ELIS Way. Towards Data

Science, (2018).

Lei, F.-F. et al. Detection and Segmentation. Stanford
University, (2017).
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. N . . Girshick, R., et al. Rich feature hierarchies for accurate
Figure 5: Multiple object detection object and g fon. CORR

without physics-based learning (left) 1311.2524 (2013).
and with physics-based learning (right) Ren, S., et al. Faster R-CNN: Towards Real-Time Object

. . . P . . . Detection with Region Proposal Networks. CoRR
The physics-based model results indicate significant increases in the accuracy of the model when compared with 1506.01497 (2015).

simply the Faster R-CNN framework. Faster R-CNN with physics-based machine learning increases the confidence of
object detection and removes classification errors for objects.

Figure 4: Bottle detection without
physics-based learning (left) and with
physics-based learning (right)

Redmon, J., et al. You Only Look Once: Unified,
Real-Time Object Detection. CoRR 1506.02640 (2015).
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Custom Printable Robotic Boats for Early
STEM Education

Robotics engages students in multiple disciplines of engineering, which is
increasingly important in our technology-based society. However, existing robot-
ics kits are mostly geared toward middle- and high- school students and either
cost hundreds or thousands of dollars or have limited hands-on design capabili-
ties. This leaves customizable robotics unaffordable to many schools, as well

as neglects to introduce robots to impressionable elementary-age children. Our
project focused on concurrently addressing three concerns: cost, age group, and
creative potential. We developed a modifiable template for an affordable robot
that students design themselves, supporting a project-based learning approach,
with the goal of inspiring interest in STEM in kindergartners.

Since most robotics kits are cars, we designed a robotic boat and a web-based
app, which students use to create and steer the boat. One boat is made of a flat
sheet of plastic folded into a 3D structure, with basic electronics propelling the
vehicle, and costs under $40 total. In the app, powered by Robot Compiler tech-
nology, students change parameters on the boat to see the effect on the 2D print-
able template and 3D model of the finished boat. This focus on customization
encourages iterative design and engages students firsthand in the engineering
innovation process. Students have flexibility in designing their robots down to the
component level, fostering a sense of ownership over their project and resulting
in a more self-motivated learning experience.

Fast Track to

@ ™= Custom Printable Robotic Boats for Early STEM Education ..o

G ey Do e

Chelsea Lai, Shantinath Smyth, Dr. Ankur Mehta K
ﬁ.EMUR Dept. of Electrical and Computer Engineering, University of California, Los Angeles G

Introduction Developing the Design Tool

Problems with Existing Robotics Kits Built
Motorized Model 2D
) [} . oat an Finalize template
= ] o] et e s e
° d integrated boat and 3D
a2 P9 PO electronics template structure
. . . P paddleboat into design on RoCo
Expensive Middle- and high- Limited hands-on design
school age group design

Our Solution

* Creating a design tool for low-cost foldable robotic boats

Educational Applications

« Students design, build, and redesign robotic boats r

* Hands-on experience with cycle of scientific experimentation

Easily modify components

Dbl ~ i
Dessbo it \ £
1 Design in web-based app Print and cut out template Fold and assemble boat,
by inputting parameters Test effects of chosen ‘
parameters

. . . . Summer Undergraduate Research Program
o |terative design process and customization allows for personalized products Fast Track to Success Program
* Encourages experimentation and hands-on learning approach LEMUR Lab, Dr. Ankur Mehta
 Teaches gateway STEM skills and engineering/design process Prices of Existing Educational Robotics Kits | Wireless Health Institute

Total cost: ~$30 (Retail), "$1 (Bulk) 400 - References
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Studying changes of mind in
decision-making

A decision is a commitment to an action after consideration of evidence and
expected outcomes. The brain deliberates on available evidence to yield an ac-
tion or decision. However, during cognition, we often change our minds; standard
decision-making models do not fully explain why these changes of mind oc-

cur. The purpose of this study is to develop an experiment to study changes of
mind, validating work by Resulaj and colleagues. It was hypothesized that noisy
evidence, in the form of a random dot motion stimulus, is accumulated over time
until it reaches a criterion level, or bound. An initial decision is made once this
criterion is achieved. While the trials were conducted, subjects made decisions
about a noisy visual stimulus, and then they indicated their choice of direction

by moving a joystick according to the direction inferred. The brain then exploited
further information that either reversed or reaffirmed the initial decision made. We
conclude that this study supports Resulaj’s findings and theory of post-initiation
processing. This study is significant to understand decisions related to gambling,
social selection, and probabilistic reasoning.
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Motivation

e Adecision is a commitment to an action after consideration of evidence and
expected outcomes.

e Standard decision-making models do not fully explain why changes of mind
occur during the decision-making process.

e The purpose of this study is to develop an experiment to study changes of
mind, validating work by Resulaj and colleagues.

e It was hypothesized that noisy evidence, in the form of a random dot motion
stimulus, is accumulated over time until it reaches a criterion level, or
bound.

Random Dot Motion Stimulus

e Random dot motions (RDM) are a classic stimulus
used in psychophysical and physiological studies
of motion processing.

e RDM occur in binary directions and can be
modified to occur at different motion coherences.

o Right v. Left
o Up v. Down Figure 1. Random Dot Motion.
Image of the random dot motion.
0, 0, )
Random 0% 25% 50% Figure 2. Motion Coherence.
P T Motion coherence is equal to
M‘ / (N /f\ /o/\ the number of dots in a
\. \ ,“/ \. .\ \ \ \ designated direction divided by
Designated N t N % the number of dots total. We
Direction L e o7 27 7 7 < performed trials at motion
— 2. coherences of 0%, 3.2%,
e 6.4%, 12.8%, 25.6%, 51.2%.

Materials and Methods

Experimental Setup

e Subjects perceive a specific direction upon
viewing a random-dot stimulus. A mouse is used
to move towards either a left or right target.

e The trial ends once the subject has reached one
of the two targets.

Figure 3. Experimental Setup.
Schematic of the monitor viewed
by the subject during the

Timeline of Trial experimental session.

| | | Figure 4. Timeline of Trial.

1 The time course of events that

Stimulus | make up a trial. Following a
random delay, subjects viewed
Cursor | | stimulus and indicated the
position | | direction of the dot motion by

moving the cursor to leftward or

rightward target. Motion stimulus
vanished upon initiation of hand

movement.

t +
Random | Reaction| Movement

|
|
)
t
|
| delay | time | duration

Coding
e Random dot stimulus is generated with Python, 7\ ig(?sycﬁoq)ys

primarily tested with the PsychoPy IDE.
e The general structure of the experiment is
based on the one presented in Resulaj's paper.
e Stimulus will be implemented on LiCoRICE
machine to collect real-time data every
millisecond of the cursor’s position.

Figure 5. PsychoPy3 Logo.
Primary IDE for development
of the random dot stimulus
used in experimental trials.
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Figure 6. A through of mind. Data is from three subjects (A, B, and C). The

y impi
top row shows the probability of a correct decision (blue), probability of change (red), and probability of a
correct decision after change of mind (green) according to motion coherence strengths. Probability of a
correct decision increases with motion strength, while probability of change decreases with motion strength.
The bottom row shows that reaction times are higher for weaker motion strengths.

Conclusions

e We conclude that this study supports Resulaj’s findings and theory of
post-initiation processing.

e This study is significant to understand decisions related to gambling, social
selection, and probabilistic reasoning.

Future Directions

e We plan to expand on the -
study by placing targets at ke
180° and comparing this to %
data using 45° targets. Te--

e We anticipate, since a less
natural movement to mmmmmmm=m
change direction is required, 1802 Q

th? freq_uenCy of Changes of Figure 7. Contrast in Figure 8. Experimental Setup.

mind will decrease. movement. Arrows showing Schematic of the monitor
contrast in movement for targets Viewed by the subject in a
placed at 45° versus 180°. possible future study.
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Eth an Lia n g Reliable transmission of data requires channel codes that can correct errors introduced by the channel and/or detect that a received or decoded sequence is not valid. Convolutional encoders can correct errors in a distorted received

sequence by using the Viterbi algorithm to find the closest convolutional codeword to the received sequence. We are particularly interested in the implementation of tail-biting convolutional codes (TBCC), which reduce overhead and
............... 0000 50aG6000000060G0060600600A0GEE00E00GAB0BEABAEEABOOBACOOA0RD . are capable of achieving higher rates at practically no expense to performance. Cyclic redundancy check (CRC) codes can detect whether the convolutional codeword identified by Viterbi decoding corresponds to a valid message.
While both CRCs and convolutional codes have been developed in the past, they have been designed independently even though they are not independent when used together. Our research is directed towards developing CRCs that
DEPARTMENT are optimal for a given TBCC. By first implementing an encoder and decoder for convolutional codes, we are building towards designing CRCs to ulti ish this goal.

Electrical and Computer Engineering Convolutional AWGN /" Viemi \___ [ crc | PR
......................................................................... . '»*I@Dfsm'gfeffj—-—@ Channel \__Decoder / |__Decoder | 1 Receiver__|

Figure 1. Overall system structure of convolutional code and CRC for communications.

Convolutional Codes Cyclic Redundancy Check (CRC)

C i codes are ing codes that rely on memory storage in encoding, distinguishing them Cyclic redundancy check (CRC) codes are error-detecting codes that help detect errors that may have been

from traditional linear block codes. The encoder employs a shift-register structure that utilizes delay blocks to made by the decoder (e.g. the Viterbi decoder). At a high level, the CRC adds extra bits to the original codeword

VI n Cent La u D H f I H R h k compute the output and track the state. We focus on rate-1/n encoders, which take 1-bit inputs and produce n-bit to serve as an extra layer of ion for ing. This i ion acts as an iti int to reduce
es I g n o yc Ic e u n a n cy ec outputs. the number of valid codewords, resulting in a smaller set of such valid codewords. This smaller set facilitates a

larger minimum distance between codewords that provides a higher noise tolerance. In other words, the decoder

- ugm H TN N4 will be less likely to select and validate an incorrect codeword.
. . . - L
Electrical Engineering (CRC) for Tail-Biting Convolutional Codes
_ Output
n u ? & ® ® L o ®. @ \Valid codeword
Thlrd Year . . . % 4 @ Received signal (distorted)
Reliable transmission of data requires channel codes that can correct errors <5 ¢ L e ° L . . X
Passed by CRC
introduced by the channel and/or detect that a received or decoded sequence is ® ® ® ° @ Faied by CRC
U C L A Figure 2. A convolutional encoder can be repre- Figure 3. A state machine is used to determine the ® Y P
not valid. Convolutional encoders can correct errors in a distorted received se- sented as a block diagram. The values inside the output for a particular input and state. It also shows ® g [ ]
delay blocks (blue) represent the state of the the evolution of states in a compact way. [1] L4 L4
quence by using the Viterbi algorlthm to find the closest convolutional codeword encoder. [1] Figure 5. Visual representation of CRC operation: The figure at the left shows the space of valid codewords

e The decoder we implement is based on the Viterbi
algorithm, which can be realized with a Trellis diagram
to keep track of the evolution of state paths over time,
and helps us identify the most likely codeword given the
received sequence.

e We are able to identify several performance metrics

from the Trellis diagram, including free distance and Materials and Methods
number of nearest neighbors. The free distance

represents the smallest Hamming distance between a

(black). Transmission over a channel creates noise, resulting in distortion in the received signals (blue).
Sometimes the noise distorts the codewords so much that the decoder may associate the received signal with
a different codeword (yellow), leading to an error in decoding. To limit this effect, the CRC will only pass
specific codewords (green) and fail all others (red) to make the valid codewords distinct.

to the received sequence. Cyclic redundancy check (CRC) codes can detect
whether the convolutional codeword identified by Viterbi decoding corresponds to
a valid message. While both CRCs and convolutional codes have been devel-

oped in the past, they have been designed independently even though they are presents the N ! o This phase of the project primarily involved implementing a convolutional encoder and
. . . pair ;’btwo'vzl_ld cod;e:v ords, ;’ h||e'the ;\‘umper ofnesrest Viterbi decoder. This work was completed in MATLAB and was followed by extensive
not independent when used together. For zero-terminated convolutional codes neighbors indicates the number of such pairs. testing of both the codes and performance metrics for various examples of generator
® While zero-terminated convolutional codes (ZTCCs) are polynomials. We made sure to test different code rates and number of states.

i 1 H T terminated by a final sequence of inputs that drives the < . " .. N
(ZTCCs) that are terminated by a final sequence of inputs that drives the encoder o1 o1 10 encoder 1o the zero state, tallbiting convolutional * Wo sared by simatng ansmission across channels to make sure our
codes (TBCCs) require that the starting state be the e N

to the zero State, our research group has designed CRCs that are Optlmal fora Figure 4. The Trellis diagram aids in keeping track  same as the final state. These codes can achieve higher MATLAB * For noisy channel ission, we were i in ing bit-error rate (BER) vs.
of path metrics and surviving paths, which are rates while maintaining nearly the same error-correcting signal-to-noise ratio (Eb/No) for different rates and codes, as well as examining other
given ZTCC. Ta||_b|t|ng convolutional codes (TBCCS) avoid the overhead caused utilized in Viterbi decoding. [1] performance. properties like free distance, nearest neighbors, and analytic traceback depth.

by ZTCCs and therefore can .achleve. .hlghe.r rates with essentl.ally the .same Simulation Results Concluslons & Future Work

performance. Rather than using additional input symbols to drive the final state to

Comransox oF TErMINATED CONVOLUTIONAL CODES e We compared two polynomials, (7,5) in e Overall, our experience with the program was equal parts Iearmng and re-implementing codes. We were able to
. . . w urple and (13,12,16) in blue, which are of develop a sound understanding of channel codin i an con i codes from scratch

zero, TBCCs enforce the constraint that the starting state is the same as the final o e resp)ec.ive.y_ 10 SUpplament ouF loaming provess. o

v 1/2 s0ft " N . M .
. . . . 1 b : e Two types of were e For channels, we found that messages were decoded with zero error, as expected. Across noisy
state. OUr researCh IS dlreCted tOWardS deve|0pm9 CRCS that are Opt|ma| fOr a 07 P .— - l, "‘,"':z,' and tested: hard-decision and soft-decision. channels, noise was applied at different proportions, and we were also able to obtain good results (BER vs.
iven TBCC — T | o Hard-decision decoding uses a threshold Eb/No) for different parameters.

g N 8 value to decode a codeword. o We are looking towards the future to further develop our knowledge and bolster the significance of this project,
1072 B 2 o Soft-decision decoding uses Euclidean with the ultimate goal of developing new CRCs for a range of CRC bit lengths. Specifically, we hope to

eventually design new CRCs which are targeted for use with specific TBCCs, which we will implement.
Our new CRCs will improve short-blocklength communications that are vital to sensor networks and the internet

distance to decode, which takes into
accounl |he impact of the noise on the

0 Soft-decisi is of things.
the more refined and accurate technique
of the two.
104 e As expected, the soft-decision decoding References
method outperformed the hard-decision
decoding. Soft-decision required an Eb/No [1] R.D. Wesel, “Convolutional Codes”, Wiley i nications, John Wiley and Sons, 2003.
value about 2dB lower than hard-decision to [2] H.H. Ma, J.K. Wolf, “On Tail Biting Convolmlonal Codes”, IEEE Transaction on Communications, 1986.
1w '-1 < ry 3 ! produce the same BER. [3] C.-Y. Lou, B. Daneshrad, R.D. Wesel, “Convolutional- Code -Specific CRC Code Design”, IEEE Transactions on
Eb/No dB] o The rate-1/3 code performed better than the Communications, 2015.
rate-1/2 code for soft-decision , as
Figure 6. A performance comparison of bit-error rate (BER) expected. However, the two codes have
vs. signal-to-noise ratio (Eb/No) between different generator similar  performance for hard-decision Acknowledgments
polynomials for ZTCC. We tested codes with rate-1/2 and decoding, which is an anomaly we are
1/3, which were decoded with both hard decision and soft exploring (we expect the rate-1/3 to perform We would like to thank the National Science Foundation and the Electrical and Computer Engineering Department
decision. better). for providing us the opportunity to conduct research. Additionally, we would like to acknowledge Ethan Liang and
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Material Characterization Through THz-
Wave Spectroscopy

Terahertz (THz) wave propagation allows for a large number of technological
advances in modern systems, such as larger communication bandwidth and
enhanced imaging resolution. THz wave signals also prove to be valuable in the
practice of spectroscopy in order to characterize materials. The reason that THz
waves present new advantages comes from two characteristics of millimeter
waves. Because of their large bandwidth, these types of waves offer a larger
absorption data set to uniquely identify materials. Secondly, their small wave-
length nature allows these waves to have very high resolution in determining the
thickness of a material.

This paper lays some groundwork of THz systems as a method of spectroscopy
by testing its applications to solid materials. In our research, we set up a transmit-
ter and a receiver to communicate with each other at varying sub-THz frequen-
cies. An object of varying material is placed along the signal path to absorb some
frequencies of communication dependent on the properties of that material.
Intensity of the signals is measured at both the transmitter and the receiver and
recorded in the frequency domain. Through a Support Vector Machine (SVM)
machine learning algorithm, absorption plots obtained from various trials are
used to identify the material obstructing the signal with 95% accuracy.

Material Characterization Through THz- EEES Sl
Wave Spectroscopy —

Brandon Le, Rachel Schwall, Babak Jamali, Aydin Babakhani Summer Undergraduate

Research Program

Background

e Absorption spectroscopy is used to identify specific materials based on its
absorption of various wavelengths of electromagnetic waves

e This practice is often used to determine if a particular substance is present s
and if so, how much

FAST TRACK
70 SUCCESS

Absorption Spectrum for Eight Different Materials ® An example of absorption data
supplied to the SVM algorithm
The SVM algorithm allows the
machine to understand small

n (4B)

. . . . § 2 T e iy 15 differences in absorption that
e Different methods exist for measuring absorption spectra but a common one 3 1il, ' I 11 | i P
. X X 2 N g H | ' i we could not observe ourselves
is to analyze the intensity of the radiation that passes through the object 3 F l (R | s for classification
i H e For these tests, absorption data
Femmcmmaann M b at 105 and 110 GHz for all
¢ terahertz : visible ' - o materials were unreliable, and
: Frequency (GHz) |
H ] U o W A thus were not necessarily used
radiowaves microwaves ¢ ! infrared ultraviokt X-ray SNE N " . oo for training
T g
1 1 1 : 1 1 1 1 1 SVM Algorithm Accuracy for Four . Prediction Tests for 1/2" Polycarbonate
M v L ¥ ! A v M ] Frequency Points
100MHz 1GHz 10GHz 100GHz 1THz 10THz 100THz 1PHz 10PHz o 600
(frequency) [ ~ g
3m  03m 30mm 3mm 03mm 30pm  3pm  03pm  30nm =
(wavelength)

Introduction

e THz-waves pose a method of increasing the viable range of electromagnetic
frequencies used for spectroscopy
e The goal of this experiment is to use a Support Vector Machine (SVM) ® The SVM algorithm was most accurate predicting different materials from a new
algorithm to identify materials given its absorption of mm-waves when using between two and six set of absorption data separate from the
® SVMs classify data by determining an optimal hyperplane which acts as a frequency points for training and usinga  training
separation boundary between different categories of data . LZV::’;LUEI‘OE:EEIZIUG of C didn't For 95% tr?ining accuracy a"fi E?OVEV an
® An SVM algorithm was used since it can effectively distinguish between affect the aga’;racy very much SVM algorithm proves effective in
complex sets of data, such as the various material absorptions, with much C'asi'fY'_"E the correct material over other
greater success than a human could possibilities

P S T Conclusion/Future Works

Conclusion:

acy (%)

This graph shows the frequency of

Gamma z

* TR e Signal power received by the
circuit was measured in the
presence and absence of an
object

e From absorption spectra measurements, a Support Vector Machine
algorithm can be trained to predict the material obstructing the signal
with 95% accuracy

e Given new test data after training, higher training accuracy is required for
consistently accurate classifications of objects

e Absorption for each object

was calculated by taking the

difference in power with and e Using other machine learning algorithms to separate absorption data and
without the object determine if other algorithms prove more accurate in predicting materials
e Create new absorption data to determine if other factors besides material
® The SVM algorithm drew type and thickness affect absorption
decision boundaries to ® Running these tests with a new set of materials to provide more data and
differentiate the different materials for machine learning algorithms to classify

materials’ absorption data

Future Works:

pgthon
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SEMG on FlexTrate™ on

Vortage

and Bluetooth controller. We can see

- that the EMG signals are visually the 0 w . 2
Existing Surface Electromyography systems are bulky, non- same from both. SEMG Signal from FloxTrate™ over Bluetooth

DEPARTMENT flexible, and heavy making them difficult to use = Vorage.
Electrical and Computer Engineering

E)
FlexTrate™ is a flexible electronic platform based on Fan Out g ::-M——Ho—h

a0

.................................................................................................................................... 5 Wafer Level Packaging allowing integration of high
performance dies

“o 0 0 [ 20
Time ($)

Signal Post Processing

Filtering Process

FlexTrate™ is an ideal platform for a complete flexible and
lightweight EMG system due to flexibility and ability to
integrate many high performance dies

Michael Molter Design of Flexible, Wireless Surface Elec- :
h S t SyStem DeSIgn Shurface EMG s]i%nal§ hav]e1 only been relcordfe(i)i(l:-n Lhedralnge (;f 5-500 HZ. allowing ﬁllzrins :ulsi.de
E|eCtr|Ca| Englneerlng tromyog rap y ys em ose ranges. Filtering allows removals of and low frequency noises associated with wire

Surface EMG on FlexTrate™ Layout movement below 5 Hz and high frequency noises above 300 Hz.

FlexTrate™ Surface
In the figure below, we see the simple layout and size EMG Electrodes Bent ]
Th | rd Ye ar EMG system. Total system thickness will be less than 1 and Rolled - “f“"‘_"“‘ k”"“:::‘ j" “":""":‘” . '“‘“'“”"‘:‘ R’f”‘f“:' “""" *f" \'i""'_
According to the CDC 1 in every 7,250 males are afflicted by Duchenne and mm and weigh approximately 10 g. . . f |
R | = 1 | | Filtered
UCLA Becker muscular dystrophy, a disease that affects muscle strength and leads somn il | Moving Aversge L i‘ ] L i -t | | sienal
. . . . > Filf f | h 10 - |
to muscle degeneration. Surface Electromyography (EMG) is a non-invasive eretienst ‘ o ‘
method used to measure muscle activity that can help in the diagnosis and treat- - b g ol s ]
ment of musculoskeletal diseases such as muscular dystrophy. Typical Surface — —
Electromyography machines are often bulky, rigid, and heavy which makes them The pre and post processed signals = e

Filtered EMG signal can be seen in the

difficult to use in a clinical setting, and it means they cannot be used as wearable a
igure to the right.

devices. In addition, these systems are often single-channel systems which limit
the spatial and temporal information that the system can gather, making readings pre-processed signal is subject to a
. . . large power line noise. Removing noise
incomplete. To help solve these issues, a full multi-channel electromyography Control Electronics allows us to clearly see muscle
o~ M q q A q A Is th; ibl
system that is lightweight, flexible, and wireless will be integrated on FlexTrate™ , E?f";'::m vignals that are ot visible
a flexible electronic platform based on Fan-Out Wafer Level Packaging (FOWLP).
) Y] oo . e
The surface EMG will take advantage of FlexTrate™ to integrate a variety of dif e Nouie 250 BLE C on ClUSl ons/Future and On 001n g Work
ferent integrated circuit (IC) dies such as amplifiers, passive components, and a .
9 ( ) . P P P . “ sends data wirelessly to central Demonstrated the beginning steps towards a fully flexible,
Bluetooth Low Energy (BLE) chip as well as electrodes to detect the EMG signal. computer wireless, and lightweight surface EMG system including:

* Flexible electrodes

For wireless communication, the Nordic nRF52840 BLE module is used for low « Robust Wireless system capable of recording EMG
. - _ : Verification of Wireless Communication " Desion of control ectronine

system power. Using FlexTrate™, the overall system will be lightweight, thickness
q o o Cross Correlation of a sinusoid from a signal generator was recorded simultaneously from an Full System integration onto FlexTrate™ including the
less than 1 mm, and flexible enough to conform to skin aIIowmg for a wearable oscilloscope and our Bluetooth controller at 10 Hz and 500 Hz. High correlation coefficients of Bluetooth controller and control electronics.

device that can be used easily in a clinical setting. 0.9923 and 0.9545 were calculated from cross correlation of both signals sources.
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Zan Nie Introduction Electron orbitals

« High-energy spin-polarized electrons are of interest to high-energy and particle physics, + Bound electrons have quantized energy levels, angular momentum, and projection of angular momentum, given by
..................................................................................................................................... which are very difficult to generate by onventional methods. .\ and m quantum nombers
DEPARTMENT « Laser technology has made it possible to create extremely high intensity light, suitable for + m quantum number describes the projection of the angular momentum onto an axis

tunneling and multiphoton ionization. Theories by Landau, Keldysh, ADK, PPT, and Barth m dependent Ionization Rates
H H H and Smirnova describe rates of photoionization. =

E IeCtrlcaI a nd com p Uter E n g ineeri ng « Photoionization shows potential to provide a simpler way to produce spin-polarized « For p-electrons exposed to circularly polarized light, projection of angular momentum onto the direction of the
. electrons light can be seen as a sense of rotation of the electron

Mu |t|photon and Tunneli ng lonization « Counter-rotating electrons have a higher ionization rate, than co-rotating electrons

+ Keldysh parameter differentiates multiphoton or tunneling « For linearly polarized light, m = 0 has the highest ionization rate

- o)t 108 i and Circylar Polarized
ul o, (m=1)

Lingar F

10%

[~—m| = 0]
j—|m| = 1

oE
+ Multiphoton ionization (y > 1) occurs when the energy of a single photon is lower than the

ionization potential, but the intensity is high enough that multiple photons can interact with — 10% =i 10
the electron at once 3 Py(m =0} s
+ Tunneling (y < 1) occurs at high_er intensities and lower frequency, where the electric field %104) : 100
H H H H changes the shape of the potential barrier and allows the electron to escape by tunnelin = 2
Noa Nambu Spin-polarized Electrons by Photoioniza- e theshpe e pey et g
= = 21012 1012
7 F R \"") Barrier Suppression lonization g g
EleCtncal Englneerlng tlon Ith Intense U ItraShort Lasers « High enough elecﬁg)ﬁelds will deform the potential barrier to the point 8 10 10

that an electron can freely escape without tunneling
« Critical field: E¢ = "’"E"

16 16
L 10M b 10"

Third Year

High-energy spin-polarized electrons are important for the investigation of path- Intensity (Wiem?) Intensity (Wicm?)
UCLA ways in high- energy collisions. However, generation of such electrons is difficult e L ventum e ot iy () enc ety
using conventional methods. Photoionization is a very common phenomenon that [\ [\ Summary of Models

shows potential to provide a simpler way to produce spin-polarized electrons. Foe 1 itphon g, s sgpresin vt
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Automated Speech Database Organization

The development of an autonomous social robot, able to deliver clinical and edu-
cational assessments to young children, has great potential to aid in the efforts of
educators and help students reach age-appropriate levels of proficiency in read-
ing and oral language skills. A study researching the feasibility of the JIBO robot
for such purposes, as well as gathering data needed to improve child automated
speech recognition (ASR), resulted in a large dataset of verbal interactions be-
tween the robot and children via the administration of the Goldman-Fristoe Test
of Articulation (GFTA) and other language tasks. Prior to database publication,
time consuming and error-prone tasks such as matching audio data with corre-
sponding prompt-answer pairs and the notation of private information for removal
must be performed. We present a design and Python implementation for software
automating and simplifying such processes. As robot prompts are known and
consistent, timestamps are detected in audio files using a cross- correlation
approach. We propose several methods of avoiding computationally expensive
operations during such a search. For files with transcripts, processing is done
using both a brute force search and the SpaCy natural language processing
package, the latter to identify possible private information. Results are compared
and combined with those from audio processing. Finally, we propose a database
organizational structure and documentation in preparation for future publication.
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Introduction

*  What if a robot could help in the classroom?
*  Recent research by Yeung et al. (2019) explored the
feasibility of having the social robot JIBO (Figure 1)
deliver educational assessments to young children [1].
* Additionally, data it produced was intended to be used
towards developing better child automatic speech
| == ) recognition (ASR), the current state of which has held

T 1 back child human-robot interaction research [2].

JIBO personal  *  JIBO’s administration of a letter and digit naming task
asistant robol s and the 3 Goldman Fristoe Tests of Articulation
November of 2017. (GFTA-3) resulted in a large database containing 60

hours of child-robot interaction.

* This work presents an attempt to automate the
necessary pre-processing of this database, as well as
propose a database organizational structure.

Subjects and Recordings:
¢ 156 children were recorded interacting with JIBO over 236 sessions.
* Sessions lasted between 5 and 40 minutes.

* Session length varied based on child engagement and experience.
¢ Children were recorded in a classroom study space with limited noise.
Tasks:

+ 3" Goldman Fristoe Tests of Articulation (GFTA-3)

¢ Letter and digit naming task

Transcriptions:

e Full transcripts of the audio were produced by trained transcribers.
¢ Phonetic transcriptions were produced by trained phoneticians.

Objectives

+ Create an easy to use interface for extracting/creating file information
* Automate the removal of private and sensitive data in audio
* Prepare database for publication and distribution for research

Methods

/~ |[Reg|ular|Ex|pression$ /

S

SciPy SPYDER

Design: Text Processing

* Processing of audio transcripts was utilized in multiple ways:
* To extract task completion data for documentation
* To identify private information
* As a guiding tool when labeling and cutting audio
* Regular expression (regex) use on the predictable transcript layout
allowed for such analysis.
+ Ex. “\((\d+:\d\d)\)” searches for timestamps of the form (min:sec)
* spaCy:
» This open-source package for Natural Language Processing aided in
identifying private information within files, decreasing manual work.
+ Part-of-Speech tagging and Named Entity Recognition (NER) were
the two main features of the package utilized.

Design:

« Template-based recognition was used to perform time-delay estimation to
find robot speech in an audio file (Figure 2). Results shown in Figure 3.

Figure 2. Flow-chart of template-based recognition
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Figure 3. Results of one normalized cross-correlation. The large peaks are matches to some JIBO
voice line. A vertical axis value of 1 indicates an ezact match. Due to noise and microphone
placement inconsistencies, an exact match was very rare and thresholding was used to determine
whether a match took place.

Deliverables

* A new database layout was designed and accompanied with
documentation using combined data from the designed processing
methods.

User interface was created for labeling and cutting audio. It decreases
manual work by giving the user certain features:

* Jump to audio containing private info or the beginning of certain tasks
+ Switch between textual and audio analysis (Figure 4) of child interviews

<] Yt |

Figure 4. A small section of a sound file. The user selected section is between the two black vertical lines.
The orange sound blocks can be snapped to while scrubbing or can be ignored if fine scrubbing is desired.

1
Time (s)

Conclusion and Future Work

This database will assist in research for a number of diverse applications:

* Child automatic speech recognition

» Child speech science and linguistics

* Human-robot interaction

*  Going forward, we hope to generalize the methods for preliminary processing
to all speech databases.
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Distributed Quantization for Classification
Tasks

When using quantization schemes for distributed classification, the goal is not

to reconstruct quantized data perfectly; rather, it is to create a quantization ap-
proach such that the classifier maintains the accuracy it had before the large,
high-precision data was quantized. If a communication quality constraint exists
between different devices in the system, then the number of bits that can be used
in our quantization approach is further limited. In applications, such as brain-ma-
chine interface and Google Cloud Internet of Things, there is a pretrained classi-
fier that resides in a central node in a communication network, where it receives
unclassified data that is distributedly generated. In the case of brain-machine
interface, sensors are distributed on a subject’s body, and thus, high-precision
features are generated from these body parts. This data is then classified for

an actuator to carry out some action. Previously published solutions present a
greedy algorithm that uses a recursive binning technique to quantize the data.
We propose a more efficient, adaptable quantization approach implemented with
neural networks. This approach achieves approximately the same accuracy as
the greedy algorithm on an sEMG dataset with lower time complexity.
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Distributed Classification

* Applications: Brain-Machine Interface, Google Cloud Internet of Things

* Model: A pretrained classifier resides in a central node, Ny, in the
communication network, where it receives data features that are generated
at distributed nodes, e.g. in brain-machine interface.

Classification

Generate features
distributedly
— R o 7 T
& | &2 | &3 i €
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occurs during testing to
emulate real conditions.

4
Frozen so that - -
it does not get Pretrained Classifier
. trained again l
Bird

Future Directions

+ Improve the accuracy of the quantization approach with different data sets.
« Analyze loss function for theoretical guarantees.
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Motivation and Problem Statement

* Challenge: Transmitting features at original size requires too many
resources for large, high-precision data points.

* Enforcing Communication Constraints: Use encoders located at
distributed nodes to send fewer bits in place of the original data.

* Goal: The aim is not to perfectly reconstruct quantized data, but to create a

quantization approach (i.e., encoder-decoder) such that the classifier

maintains the accuracy it had with the original data.

|| Classification

Decoder D to reconstruct data

Performance of Our Quantization Approach
* Loss Function: Our goal is to minimize the following loss:
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« sEMG Data Set [2]: 8 sensors were placed on subjects’ forearms to detect

6 possible hand g We p our quantizer’s classificati
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* Trade-off: Though the accuracy for our deep learning approach is not as
high as GBI-Combine’s, our new quantizer has significantly higher
efficiency than GBI and GBI-Combine.
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Absorption Spectroscopy Using
Millimeter-Wave and Sub-Terahertz
Frequencies

Sensing and retrieving data from millimeter-wave and sub-terahertz frequencies
are useful for many different applications including faster data transmission in
wireless communication and enhanced resolution in imaging systems. In this
frequency regime, broadband systems are also useful for spectroscopy and de-
tecting different absorption frequencies of gas molecules. A comb- based method
can be used to enhance bandwidth to include these frequencies and coherent
detection techniques can be used to implement a receiver that can detect them.
Integrated circuits designed using this method exhibit improved bandwidth, and
detection resolution as well as reduced power consumption compared to current
CMOS wideband coherent receivers. One specific use for these transmitter and
receiver circuits is absorption spectroscopy where the power of the signal gener-
ated by the transmitter is measured after it passes through a specific material
and is recorded by the receiver. A support vector machine (SVM) algorithm can
then be trained with the absorption data of multiple materials to identify a new
material given its absorption data collected from the receiver. SVMs are machine
learning models that can classify data by determining an optimal hyperplane
which acts as a separation boundary between different categories of data. An
algorithm that utilizes SVM is quite effective when it comes to distinguishing
between complex sets of data since it is able to determine boundaries in the data
that may not be the most obvious to the human eye.
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Wave Spectroscopy
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Background

e Absorption spectroscopy is used to identify specific materials based on its
absorption of various wavelengths of electromagnetic waves

e This practice is often used to determine if a particular substance is present
and if so, how much

e Different methods exist for measuring absorption spectra but a common one
is to analyze the intensity of the radiation that passes through the object

| terahertz | visible
. '
radiowaves microwaves } infrared ultraviolet  X-ray
H ,
1 1 1 1 1 1 L L 1
Ll T T T T Al T T T
100MHz 1GHz 10GHz 100GHz 1THz 10THz 100THz 1PHz 10PHz
(frequency)
3m  03m  30mm 3mm 03mm 30um 3um  03um  30nm
(wavelength)

Introduction

e THz-waves pose a method of increasing the viable range of electromagnetic
frequencies used for spectroscopy

e The goal of this experiment is to use a Support Vector Machine (SVM)
algorithm to identify materials given its absorption of mm-waves

® SVMs classify data by determining an optimal hyperplane which acts as a
separation boundary between different categories of data

e An SVM algorithm was used since it can effectively distinguish between
complex sets of data, such as the various material absorptions, with much
greater success than a human could

Materials and Methods

=2k LT e Signal power received by the
; circuit was measured in the
presence and absence of an
object

e Absorption for each object
was calculated by taking the
difference in power with and
without the object

e The SVM algorithm drew
decision boundaries to
differentiate the different
materials’ absorption data

pgthon
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e An example of absorption data
supplied to the SVM algorithm
The SVM algorithm allows the

) machine to understand small
I | i differences in absorption that

: | ' ' ] we could not observe ourselves
! ol for classification

i For these tests, absorption data
at 105 and 110 GHz for all
materials were unreliable, and
thus were not necessarily used
for training

Absorption Spectrum for Eight Different Materials

rption (dB)

Frequency (GH2)

« U s YT Mo

Prediction Tests for 1/2" Polycarbonate

SVM Algorithm Accuracy for Four
Frequency Points

Gamma

e This graph shows the frequency of

® The SVM algorithm was most accurate predicting different materials from a new
when using between two and six set of absorption data separate from the
frequency points for training and using a training
low value for gamma e For 95% training accuracy and above, an
® For this range, the value of C didn’t SVM algorithm proves effective in
affect the accuracy very much classifying the correct material over other
possibilities

Conclusion/Future Works

Conclusion:

e From absorption spectra measurements, a Support Vector Machine
algorithm can be trained to predict the material obstructing the signal
with 95% accuracy

e Given new test data after training, higher training accuracy is required for
consistently accurate classifications of objects

Future Works:

e Using other machine learning algorithms to separate absorption data and
determine if other algorithms prove more accurate in predicting materials

e Create new absorption data to determine if other factors besides material
type and thickness affect absorption

e Running these tests with a new set of materials to provide more data and
materials for machine learning algorithms to classify
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* Devices like atomic clocks and sensors require magnetic shielding

because of sensitivity to external magnetic fields t -~ S Magn‘etization ina
* Using high magnetic permeability materials, magnetic shields can material follows a
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magnetic shields
Successful implementation of chip-scale magnetic shields can lead

to new innovations like GPS-free location tracking i ‘ <> External
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Justin Shao Millimeter-Scale Electroplated Multilayer

- - — * A multilayer shield can better oppose external ~ * We use electroplating to deposit thin, even
u . . e — magnetic fields layers onto a cylindrical wax mold
o . o M a n etl c S h Ie I d I n Jackson, 1998 Fields from magnetization and external magnetic field * After electroplating, the wax mold is dissolved
E | e Ctl’l ca | E n g ineerin g Illustration of shielding effect cancel out near the material

in xylene, leaving just the metal shell

Results

Measurement Procedure Experimental Results COMSOL Physics Simulation

Second Year

Many devices that rely on atomic spectroscopy, like gyroscopic sensors and
atomic clocks, require magnetic shielding to function as intended because of

UCLA

" — R Shielding factor setup Shielding Factor vs. External Magnetic Flux Density
interference by external magnetic fields. Although no known material is able to o

. o . . . . o Power Supply & 4 \
stop a magnetic field, high permeability materials are able to effectively redirect Wavelorm Genarotor Mol Bieciprobe) Shield Undet Test Lo

magnetic field lines, creating protected regions of low magnetic field strength.

Current methods of magnetic shielding involve inserting a sheet of high perme- = “\\\

ability material on a circuit board underneath a device or wrapping a region e e Homeer i I e et mameric fid, e et sield e o
in a sheet of the high permeability material. In this project, we fabricate high ] "o e by .
performance chip-scale magnetic shields by electroplating alternating layers of e of e st i dv ks e s sl s

Internal vs. External Magnetic

Flux Density From our experiments, the shield
is most effective at in weaker
magnetic fields. The performance
of the shield decreases as the
magnetic  field gets  stronger

nickel-iron alloy, which has a high relative permeability, and copper, which has
a low relative permeability, onto a cylindrical shell. By alternating layers of high
and low permeabilities, we minimize the influence of the demagnetization field,

Simulation of magnetic flux density in a multilayer cylindrical shield

Printed circuit board with magnetometer for measuring
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Shantinath Smyth Custom Printable Robotic Boats for Early
Electrical Engineering STEM Education

Second Year Robotics engages students in multiple disciplines of engineering, which is

C increasingly important in our technology-based society. However, existing robot-
UCLA ics kits are mostly geared toward middle- and high- school students and either
cost hundreds or thousands of dollars or have limited hands-on design capabili-
ties. This leaves customizable robotics unaffordable to many schools, as well
as neglects to introduce robots to impressionable elementary-age children. Our
project focused on concurrently addressing three concerns: cost, age group, and
creative potential. We developed a modifiable template for an affordable robot
that students design themselves, supporting a project-based learning approach,
with the goal of inspiring interest in STEM in kindergartners.

Since most robotics kits are cars, we designed a robotic boat and a web-based
app, which students use to create and steer the boat. One boat is made of a flat
sheet of plastic folded into a 3D structure, with basic electronics propelling the
vehicle, and costs under $40 total. In the app, powered by Robot Compiler tech-
nology, students change parameters on the boat to see the effect on the 2D print-
able template and 3D model of the finished boat. This focus on customization
encourages iterative design and engages students firsthand in the engineering
innovation process. Students have flexibility in designing their robots down to the
component level, fostering a sense of ownership over their project and resulting
in a more self-motivated learning experience.
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Custom Printable Robotic Boats for Early STEM Education ..o
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° d 4 integrated boat and 3D
—— P9 ggngiat electronics template structure
" B ) L RICCEC into design on RoCo
Expensive Middle- and high- Limited hands-on design
school age group design

» Creating a design tool for low-cost foldable robotic boats
Educational Applications

Our Solution %
-\ I R

* Students design, build, and redesign robotic boats
* Hands-on experience with cycle of scientific experimentation J

Student Design Process

Easily modify components

i

1 Design in web-based app

2 Print and cut out template Fold and assemble boat,
by inputting parameters

Test effects of chosen
parameters
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o |terative design pltocess ar\d customization aIIow§ for personalized products Fast Track to Success Program
¢ Encourages experimentation and hands-on learning approach LEMUR Lab, Dr. Ankur Mehta
« Teaches gateway STEM skills and engineering/design process Prices of Existing Educational Robotics Kits | | Wireless Health Institute

~ Total cost: ~$30 (Retail), ~
Ultra-thin
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Automated Speech Database Organization

The development of an autonomous social robot, able to deliver clinical and edu-
cational assessments to young children, has great potential to aid in the efforts of
educators and help students reach age-appropriate levels of proficiency in read-
ing and oral language skills. A study researching the feasibility of the JIBO robot
for such purposes, as well as gathering data needed to improve child automated
speech recognition (ASR), resulted in a large dataset of verbal interactions be-
tween the robot and children via the administration of the Goldman-Fristoe Test
of Articulation (GFTA) and other language tasks. Prior to database publication,
time consuming and error-prone tasks such as matching audio data with corre-
sponding prompt-answer pairs and the notation of private information for removal
must be performed. We present a design and Python implementation for software
automating and simplifying such processes. As robot prompts are known and
consistent, timestamps are detected in audio files using a cross- correlation
approach. We propose several methods of avoiding computationally expensive
operations during such a search. For files with transcripts, processing is done
using both a brute force search and the SpaCy natural language processing
package, the latter to identify possible private information. Results are compared
and combined with those from audio processing. Finally, we propose a database
organizational structure and documentation in preparation for future publication.
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Introduction

*  What if a robot could help in the classroom?

*  Recent research by Yeung et al. (2019) explored the
feasibility of having the social robot JIBO (Figure 1)
deliver educational assessments to young children [1].

* Additionally, data it produced was intended to be used
towards developing better child automatic speech

N ) recognition (ASR), the current state of which has held

Figaro 1) T8 back child human-robot interaction research [2].

JIBO personal  *  JIBO’s administration of a letter and digit naming task
asistant robol s and the 3 Goldman Fristoe Tests of Articulation
November of 2017. (GFTA-3) resulted in a large database containing 60

hours of child-robot interaction.

* This work presents an attempt to automate the
necessary pre-processing of this database, as well as
propose a database organizational structure.

Subjects and Recordings:
¢ 156 children were recorded interacting with JIBO over 236 sessions.
 Sessions lasted between 5 and 40 minutes.

* Session length varied based on child engagement and experience.
¢ Children were recorded in a classroom study space with limited noise.
Tasks:

+ 3" Goldman Fristoe Tests of Articulation (GFTA-3)

¢ Letter and digit naming task

Transcriptions:

e Full transcripts of the audio were produced by trained transcribers.
¢ Phonetic transcriptions were produced by trained phoneticians.

Objectives

+ Create an easy to use interface for extracting/creating file information
* Automate the removal of private and sensitive data in audio
* Prepare database for publication and distribution for research

Methods
/~|Reg|ular|[Ex|pression$ /

S

SciPy

SPYDER

Design: Text Processing

* Processing of audio transcripts was utilized in multiple ways:
* To extract task completion data for documentation
* To identify private information
* As a guiding tool when labeling and cutting audio
* Regular expression (regex) use on the predictable transcript layout
allowed for such analysis.
+ Ex. “\((\d+:\d\d)\)” searches for timestamps of the form (min:sec)
* spaCy:
» This open-source package for Natural Language Processing aided in
identifying private information within files, decreasing manual work.
+ Part-of-Speech tagging and Named Entity Recognition (NER) were
the two main features of the package utilized.

Design:

« Template-based recognition was used to perform time-delay estimation to
find robot speech in an audio file (Figure 2). Results shown in Figure 3.

Figure 2. Flow-chart of template-based recognition

N
(S > @)k =Y Jlilgli + K] = F~ {F{S[=il}Fglil}} (K]

i=0
/Givon by)
Cross- Peak
correlation Detection

(Normalized by dividing)

\

N

N
SN2 D (gli + k)2

i=0 i=0

Low-pass
Filter

_Input data

Low-pass
Filter

_Templn(c

Correlation coefticient
P -
- °

°
°

0 200 400 00 800 1000 1200
Time (5)

Figure 3. Results of one normalized cross-correlation. The large peaks are matches to some JIBO
voice line. A vertical axis value of 1 indicates an ezact match. Due to noise and microphone
placement inconsistencies, an exact match was very rare and thresholding was used to determine
whether a match took place.

Deliverables

* A new database layout was designed and accompanied with
documentation using combined data from the designed processing
methods.

User interface was created for labeling and cutting audio. It decreases
manual work by giving the user certain features:

* Jump to audio containing private info or the beginning of certain tasks
+ Switch between textual and audio analysis (Figure 4) of child interviews

<| ot

Figure 4. A small section of a sound file. The user selected section is between the two black vertical lines.
The orange sound blocks can be snapped to while scrubbing or can be ignored if fine scrubbing is desired.

1
Time (s)

Conclusion and Future Work

This database will assist in research for a number of diverse applications:

* Child automatic speech recognition

» Child speech science and linguistics

* Human-robot interaction

*  Going forward, we hope to generalize the methods for preliminary processing
to all speech databases.
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Design of Cyclic Redundancy Check
(CRC) for Tail-Biting Convolutional Codes

Reliable transmission of data requires channel codes that can correct errors
introduced by the channel and/or detect that a received or decoded sequence is
not valid. Convolutional encoders can correct errors in a distorted received se-
quence by using the Viterbi algorithm to find the closest convolutional codeword
to the received sequence. Cyclic redundancy check (CRC) codes can detect
whether the convolutional codeword identified by Viterbi decoding corresponds to
a valid message. While both CRCs and convolutional codes have been devel-
oped in the past, they have been designed independently even though they are
not independent when used together. For zero-terminated convolutional codes
(ZTCCs) that are terminated by a final sequence of inputs that drives the encoder
to the zero state, our research group has designed CRCs that are optimal for a
given ZTCC. Tail-biting convolutional codes (TBCCs) avoid the overhead caused
by ZTCCs and therefore can achieve higher rates with essentially the same
performance. Rather than using additional input symbols to drive the final state to
zero, TBCCs enforce the constraint that the starting state is the same as the final
state. Our research is directed towards developing CRCs that are optimal for a
given TBCC.
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Introduction

Reliable transmission of data requires channel codes that can correct errors introduced by the channel and/or detect that a received or decoded sequence is not valid. Convolutional encoders can correct errors in a distorted received
sequence by using the Viterbi algorithm to find the closest convolutional codeword to the received sequence. We are particularly interested in the implementation of tail-biting convolutional codes (TBCC), which reduce overhead and
are capable of achieving higher rates at practically no expense to performance. Cyclic redundancy check (CRC) codes can detect whether the convolutional codeword identified by Viterbi decoding corresponds to a valid message.
While both CRCs and convolutional codes have been developed in the past, they have been designed independently even though they are not independent when used together. Our research is directed towards developing CRCs that
are optimal for a given TBCC. By first implementing an encoder and decoder for convolutional codes, we are building towards igning CRCs to ulti ish this goal.

FeEommmom—m - (Convolutional) AWGN /7~ Viterbi [ crc | Fmmsoe= oo )
L Transmitter ; Encoder Ch | \__Decoder / |__Decoder | 1_Receiver_ |

Figure 1. Overall system structure of convolutional code and CRC for communications.

Convolutional Codes

Ci i codes are ing codes that rely on memory storage in encoding, distinguishing them
from traditional linear block codes. The encoder employs a shift-register structure that utilizes delay blocks to
compute the output and track the state. We focus on rate-1/n encoders, which take 1-bit inputs and produce n-bit
outputs.

VAR V4
L
Input
— n u Output
V4
U
Figure 2. A convolutional encoder can be repre- Figure 3. A state machine is used to determine the
sented as a block diagram. The values inside the output for a particular input and state. It also shows
delay blocks (blue) represent the state of the the evolution of states in a compact way. [1]

encoder. [1]

e The decoder we implement is based on the Viterbi
algorithm, which can be realized with a Trellis diagram
to keep track of the evolution of state paths over time,
and helps us identify the most likely codeword given the
received sequence.

e We are able to identify several performance metrics
from the Trellis diagram, including free distance and
number of nearest neighbors. The free distance
represents the smallest Hamming distance between a
pair of two valid codewords, while the number of nearest
neighbors indicates the number of such pairs.

® While zero-terminated convolutional codes (ZTCCs) are
terminated by a final sequence of inputs that drives the
encoder to the zero state, tail-biting convolutional
codes (TBCCs) require that the starting state be the
Figure 4. The Trellis diagram aids in keeping track  same as the final state. These codes can achieve higher
of path metrics and surviving paths, which are  rates while maintaining nearly the same error-correcting
utilized in Viterbi decoding. [1] performance.

O O
o O

o1 01 10

Cyclic Redundancy Check (CRC)

Cyclic redundancy check (CRC) codes are error-detecting codes that help detect errors that may have been
made by the decoder (e.g. the Viterbi decoder). At a high level, the CRC adds extra bits to the original codeword
to serve as an extra layer of ion for ing. This ification acts as an it int to reduce
the number of valid codewords, resulting in a smaller set of such valid codewords. This smaller set facilitates a
larger minimum distance between codewords that provides a higher noise tolerance. In other words, the decoder
will be less likely to select and validate an incorrect codeword.

Before CRC Applied After CRC Applied
¢ ® ® % ° ° ®. @ Valid codeword
8’ L ° [ ] d ® Received signal (distorted)
@ [ ) @ Passed by CRC
® ® [ ® ° @ Failed by CRC
o °
e 4 ° °

Figure 5. Visual representation of CRC operation: The figure at the left shows the space of valid codewords
(black). Transmission over a channel creates noise, resulting in distortion in the received signals (blue).
Sometimes the noise distorts the codewords so much that the decoder may associate the received signal with
a different codeword (yellow), leading to an error in decoding. To limit this effect, the CRC will only pass
specific codewords (green) and fail all others (red) to make the valid codewords distinct.

Materials and Methods

e This phase of the project primarily involved implementing a convolutional encoder and
Viterbi decoder. This work was completed in MATLAB and was followed by extensive
testing of both the codes and performance metrics for various examples of generator
polynomials. We made sure to test different code rates and number of states.
o We started by simulating transmission across noiseless channels to make sure our
encoder/decoder worked (i.e. zero errors occurred).
MATLAB e For noisy channel ission, we were i in ing bit-error rate (BER) vs.
signal-to-noise ratio (Eb/No) for different rates and codes, as well as examining other

properties like free distance, nearest neighbors, and analytic traceback depth.

Conclusions & Future Work

Comransox oF TErMINATED CONVOLUTIONAL CODES e We compared two polynomials, (7,5) in e Overall, our experience with the program was equal parts Iearmng and re-implementing codes. We were able to
10 purple and (13,12,16) in blue, which are of develop a sound understanding of channel coding iq an con i codes from scratch
o r = 1/2 hard rate-1/2 rate-1/3, respectively. to supplement our learning process.
1 : “l' J":‘:’:l e Two types of ing were i e For noi: channels, we found that messages were decoded with zero error, as expected. Across noisy
07— v 1/3 308 and tested: hard-decision and soft-decision. channels, noise was applied at different proportions, and we were also able to obtain good results (BER vs.
T, —_— © Hard-decision decoding uses a threshold Eb/No) for different parameters.
value to decode a codeword. e We are looking towards the future to further develop our knowledge and bolster the significance of this project,
B o Soft-decision decoding uses Euclidean with the ultimate goal of developing new CRCs for a range of CRC bit lengths. Specifically, we hope to
distance to decode, which takes into eventually design new CRCs which are targeted for use with specific TBCCs, which we will implement.
accounl |he impact of the noise on the ® Our new CRCs will improve short-blocklength communications that are vital to sensor networks and the internet
3 Soft-decisit is of things.
the more refined and accurate technique
of the two.
10-4 e As expected, the soft-decision decoding References
method outperformed the hard-decision
decoding. Soft-decision required an Eb/No [1] R.D. Wesel, “Convolutional Codes”, Wiley i nications, John Wiley and Sons, 2003.
value about 2dB lower than hard-decision to [2] H.H. Ma, J.K. Wolf, “On Tail Biting Convolmlonal Codes”, IEEE Transaction on Communications, 1986.
1w '-l < ry 3 ! produce the same BER. [3] C.-Y. Lou, B. Daneshrad, R.D. Wesel, “Convolutional- Code -Specific CRC Code Design”, IEEE Transactions on
Eb/No dB| ® The rate-1/3 code performed better than the Communications, 2015.
rate-1/2 code for soft-decision , as
Figure 6. A performance comparison of bit-error rate (BER) expected. However, the two codes have
vs. signal-to-noise ratio (Eb/No) between different generator similar  performance for hard-decision Acknowledgments
polynomials for ZTCC. We tested codes with rate-1/2 and decoding, which is an anomaly we are
1/3, which were decoded with both hard decision and soft exploring (we expect the rate-1/3 to perform We would like to thank the National Science Foundation and the Electrical and Computer Engineering Department
decision. better). for providing us the opportunity to conduct research. Additionally, we would like to acknowledge Ethan Liang and
Hengjie Yang for providing guidance and mentorship throughout our research and learning process.
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Optimization of Delay Stage of Terahertz
Time-Domain Spectroscopy System

Terahertz time-domain spectroscopy (THz-TDS) allows us to analyze materials
using pulses of terahertz radiation created by a femtosecond laser. Materials are
analyzed based on their absorption patterns of the THz radiation. In the labora-
tory system, the detector receives pulses of THz radiation along with optical light
pulses. The optical light path length is shifted by a delay stage which enables
analysis of materials over a time domain and frequency domain.

Our goal is to miniaturize and improve the delay stage to convert the large labo-
ratory system into a mobile, commercial device. The previous delay stage utilizes
linear motion; a platform with mirrors accelerates back and forth to alter the path
length of the radiation. Our main focus is designing a smaller prototype that relies
on rotational acceleration to decrease the loss of speed from linear acceleration
and deceleration.

Once a full prototype has been designed, it is tested in the laboratory setup and
compared with previous data for accuracy. The frequency domain results of THz-
TDS can be analyzed and used to determine chemical composition. When testing
for accuracy, the Fourier graphs and THz pulses of our delay stage are directly
compared with those of the laboratory stage. Our first test displayed broadening
and shifting in the Fourier transformed waves which both indicate a worsened
accuracy. However, the new delay stage works at almost double the frequency of
the old one (2.2 Hz compared to 1.2 Hz) and only weighs 861 grams.

Optimization of Delay Stage of Terahertz Time-
Domain Spectroscopy System

UCLA

Madeline Taylor, Arhison Bharathan, Deniz Turan, Nezih Tolga Yardimci, Mona Jarrahi

Fast Track to

summer scholars progra
Electrical Engineering Department

Terahertz Electronics Laboratory, Department of Electrical and Computer Engineering Wy S i e

Terahertz Time-Domain Spectroscopy

*  Allows analysis of chemical composition of
materials using time-delayed pulses of
terahertz radiation

*  More efficient than prior methods because it
is sensitive to amplitude and phase of
radiation

*  Materials and environments are analyzed
based on their absorption patterns of the
radiation

*  Laboratory system utilizes a femtosecond

laser source that produces electromagnetic
radiation which follows two paths as
depicted below

5
L
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*  One optical path passes through a terahertz
emitter. The other is delayed by a
mechanical stage to allow results to be made
over a time domain

*  Objects can be placed in the path of
terahertz pulses for time-based
spectroscopic analysis as shown below

e i r\,l._’m
i I N

The figure on the left shows one terahertz pulse
detection over a time domain. Each dip and spike
gives information that can be processed using
Fourier analysis to create the figure on the right.
The graph on the right gives detailed information
about the material being analyzed over a
frequency domain. In this case, the graph’s dips
show the water vapor content in the air since no
specific object is being analyzed

Motivation

*  Create a smaller, cost-efficient system for
analyzing various materials specifically for
agricultural, environmental purposes

The current delay stage is based on linear motion.

Frequency 12Hz

Total Traved 30em
17kg
556 cmx 18cmx 89 cm
about $10,000

The current delay stage performs too slowly for
desired results so the proposed solution is to
convert from linear acceleration to rotational
motion.

Materials and Methods

Delay Stage

DC motor powered by Arduino and H-bridge IC, L293D
Initial prototypes of delay stage created by 3D printer with goals to
outsource for final design

Prototype Designs

First Design:
Uses slider-crank mechanism to drive platform
Powered by stepper motor

Second Design:

Frequency 2R

Total Travel 2em

Weight 819

Size 18emx 122cmx89cm
Price about $150

Smaller slider-crank mechanism
Powered by DC motor

Much faster, but inconsistent speeds
101 grams (decrease in weight)

Third Design:

Crank-inspired eccentric design

Powered by DC motor and feedback system to stabilize speed (in
progress)

Greater inertia with the use of gears to drive the platform

Second Design  Third Design In Progress.
Design
Frequency (Hz) NA' 104 NAY
Total Travel 12 07 11
(em)
Weight (g) 101 21 NA?
Size (cm’) 74x66x486 94x62x54

Price $220 $260 $300

1 Frequency instatity makes B valie
B o e e e e e ]

This table compares the second and third design in the two left
columns. The third column design is currently in progress.

Testing and Results

We test our delay stage in the laboratory set up
by aligning the mirrors to accurately reflect the
laser beam on its path. We compare the pulses
and Fourier transformed data using MATLAB
to compare accuracy and efficiency.

First design in laboratory setup

Results of First Design:

M | e

The Fourier transformed graphs of the first
design’s results (left) display a broadening in
the dips compared to the standard results
shown on the right. This depicts a decrease in
accuracy.

et A THe Wave Abscrstcn Fraquancy Domsin Ressts

ok regwn o o 0170
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The figure above shows our new data
overlapping the data from the original
laboratory delay stage. The shallow absorption
lines and shifts in the absorption lines are
indicated above. It shows promising results
that also demonstrate a need for greater
accuracy.

Current Work/Conclusion

We are currently improving each design by
ordering new parts to improve stability and
reciprocation. We are also implementing a PID
feedback system using a proximity sensor to
increase reliability and control. A crank
mechanism presents promising results for use
in the actuation of a THz-TDS delay stage so we
hope to continue

improving on accuracy

and speed with this next

design shown to the

right.
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Ravi Varma Sub-micrometer Precision Optical Delay

Stage for Synchronization of Ultrafast
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As laser systems produce shorter and shorter pulses to push the limits of ul-
trafast and high field science, the requirements for precision timing and optical
synchronization in the lab have increased accordingly. The coordination and
control of the relative time delay between ultrafast pump and probe laser pulses
is required to resolve short lived physical events. Time and space are intimately
connected for light, and on picosecond and femtosecond time scales, errors and
uncertainties in the optical path length on the order of micrometers and nanome-
ters can drastically degrade the time resolution of measurements in the labora-
tory. We have implemented an optical delay stage powered by a DC servo motor
and controlled by a LabVIEW program. To evaluate the accuracy of positioning
two laser pulses, we study the stage’s accuracy and repeatability in creating

an optical path length delay with a HeNe laser Michelson interferometer. The
pointing stability and reproducibility of the spatial beam profile after the stage is
also determined. Understanding of the stage’s precision will enable us to perform
picosecond pump-probe experiments, or synchronize ultrafast laser pulses using
cross-correlation.
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Introduction and Motivation

* In order to resolve ultrafast events, synchronization of short
laser pulses is crucial
o As pulses become shorter, optical systems must become
more accurate and stable to ensure correct
measurements
* Synchronization of such pulses will result in more accurate
pump-probe experiments
* Pump-Probe: One intense pulse interacts with the
experimental sample while the weak probe pulse is affected
by the interaction
o Used to study laser-matter interactions in many fields
including  plasma  physics, femtochemistry, and
condensed matter physics

Methods

* We assembled a delay stage, translated by a DC motor,
which can control the optical path length of the probe pulse
relative to the pump pulse

* A LabVIEW program controls the motor and collects data
from an oscilloscope in either single shot or continuous shot
modes

* We move the delay stage back and forth repeatedly to
measure the pointing stability of a CW Helium-Neon (HeNe)
laser beam (A = 632.8 nm)

o We measure stability by tracking the beam’s centroid on
a CCD camera
* We then set up Michelson interferometer using a HeNe laser
to distinguish the stage’s positional precision
o We track movement of the fringes across the CCD

Interferometry

* Using the wave nature of light to extract phase information
from overlapped beams

o Once combined, constructively interfering parts of the
beam will produce bright fringes and destructively
interfering parts will produce dark fringes
We use a beam splitter to split the HeNe laser into two
paths
Light traveling along those paths are reflected back by
mirrors, one static and one dynamic, its position
controlled by the delay stage (Michelson Interferometer)
Movement of our delay stage changes the relative phase
of the two interfering beams

o

o
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Pointing Stability Experimental Setup
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e Plotting Trends of X and Y displacements of beam starting from
30mm vs actuator position

® For 1 um steps, the system jitters, but is reproducible within 40 prad

e For 1mm steps, the system is reproducible, but systematic
mechanical errors begin to arise, and the beam starts to drift
significantly in the vertical direction

References
* A.J. Alcock and P. B. Corkum, Can. J. Phys., 57, 1280

« Introduction to Optics, “Chapter 11.” by Frank L. Pedrotti and
Leno S. Pedrotti, Prentice Hall, 1993.
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with a period of 632.8 nm path length delay (orange curve)
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e By measuring the position of fringes, we determined the total
accumulated phase at each stage position, and thus the true
position of the stage

e We relate this to the time delay via the speed of light, and find that
for every 8um we accumulate an error of 3 fs

Conclusion

o We find that our delay stage gives us a pointing stability of 25 prad
within um steps, but increases to 50 prad at mm steps
o Stability is worse the farther away the stage is from its origin
o Using interferometric techniques, we determined that:
o For every 8 um, we accumulate 700 nm of translational error
or about 3 fs of time delay error
o Movement in the forward direction is reliable, whereas
movement backwards is inconsistent
o We demonstrated the optical delay stage’s ability to synchronize
ultrafast laser pulses on sub-picosecond time scales
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Millimeter-Scale Magnetic Shielding

Devices that rely on atomic spectroscopy, such as nuclear magnetic resonance
gyroscopes and atomic clocks, are strongly affected by external magnetic fields.
Thus, in order to miniaturize these devices while maintaining precision, small-
scale magnetic shields must be developed to properly redirect magnetic field
lines away from the enclosed devices. The purpose of our research is to fabricate
and test potential shield designs. Based on previous research, we determined
that the optimal design would consist of concentric cylinders of alternating high
permeability and low permeability material. By alternating layers, we partially pre-
vented adjacent ferromagnetic material from reducing the magnetization of that
layer. Moreover, multilayer shielding allowed us to mitigate the effects of magnet-
ic saturation, as a single layer of magnetic material would reach saturation more
quickly, limiting the shield’s ability to generate an opposing field. We conducted
our research by simulating potential shield designs in COMSOL Multiphysics, de-
veloping an appropriate test setup to assess the effectiveness of our shields, and
fabricating shields to test. For our test setup, we generated a magnetic field using
an electromagnet and measured the magnetic flux density using a printed circuit
board with a magnetometer mounted at its tip; shielding factor was determined
by taking the ratio of external to internal magnetic field. Shields were fabricated
by electroplating alternating layers of permalloy and copper.

s Millimeter-Scale Magnetic Shielding — EEysme, e
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Magnetic Shielding Overvicw

*  Devices that rely on atomic spectroscopy No B, applied B, applied
(atomic clocks, NMR gyroscopes, etc.)

*  Shields created from high permeability ferromagnetic material
¢ When an external magnetic field (B,,) is applied, the previously

are sensitive to external magnetic fields Fu;::}::: ;c F’"ﬁ':.:ﬁ-';m randomly ordered dipoles align in the direction of the applied
¢+ In f)(der to n.u'x?jaturize t.hese devices A i ; 4 Fi el:l [N ield field, generating an opposing magnetic field

while maintaining precision, we must 1 .‘ i Candellation IBEER Cancellation*  These fields cancel, redirecting B, away from the device

enclose them in small-scale magnetic gAY ) enclosed in the shield

shields 1 Vi r - 11nil : *  Magnetic material reaches saturation when a strong enough

*  Our research serves primarily to test and

. . ) ! Dipoles oriented randomly Material magnetizes and external magnetic field is applied that the material cannot
N fabricate potential shield designs B dipoles align magnetize further, decreasing effectiveness of shielding
Figure 1: Chip-scale atomic clock[2]. Figure 2: Depiction of DC magnetic shiclding process.

Methods
Test Setup Fabrication

Shield Desi
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Figure 3: Visualization of multlayered cylindrical shicld design. Figore : Picture of test sctup. . AnOde (e Sulfate Cathode
+  Concentric cylinders of alternating high permeability and low *  External magnetic field generated by electromagnet with Solution

permeability material current outputted by function generator Figure 5: Visual representation of electroplating process.
*  Magnitude of external magnetic field decreases each successive * Magnetic flux density inside (B;,) and outside (B, the *  Electroplate alternating layers of permalloy and copper

layer with max shielding in the center shield measured by printed circuit board with onto cylindrical wax mold and then dissolve wax in xylene
*  Alternating material prevents adjacent layers of ferromagnetic magnetometer mounted at its tip solution

material from demagnetizing each other *  We perform 2 trials: one increasing the magnetic field ¢ To electroplate permalloy, use nickel and iron as anode
*+ Having multiple layers mitigates effects of saturation without the shield (B,,,) and another with the shield (B;,) instead of copper

*  Shielding Factor: S = B_ /B, .
Results & Discussion

COMSOL Simulations for Multilayer Cylinder Plate vs. Cylinder Design Plate vs. Cylinder Mapping

Cylindrical shicld: alternating

permalloy and copper layers p—
Metal plate shield: single x
permendaur layer

Cylindrical

Metal Plate Shield

< O

Figure 9: Magnetometer with dircctions of x, y, and  for both the
magnetic flux density and coordinates used for mapping.

| * Cylindrical design
observed to have higher
shiclding factors overall
Shiclding factors appear
10 decrease as materials
approach saturation

Figure 6: Visualizes longitudinal and transverse views of the cylinder and the resulting
magnetic field norm. Tllustrates the effectiveness of this design, as the magnetic field
norm drastically decreases within the cylinder

e i e .
,  Figure 7: Comparison between Shicded e Unshickded Magne iy
Metal plate B, st
1 multlayer and single layer b s e
cylindrical shields of same e e
e domension, with B, while cylinder
{ m. s camensions, ant ontinues to shield with
H,~12 1 thickness in order o access the continues to shield wit
| cffectivencss of multilayercd decreasing cffectivencss as
" paches saturatios
1 chielding Charts depict it approaches saturation
| magnetic icdnormin a ine
] through the center of the
eylinder in the direction of the
applied magnetic field. The .
@ results prove that mulilayer Busof permendur plte E 2
£ designs are more cffective than scems to increase at a
i 1 N similar rate to B, while r
' single layer designs before < -
! 1 saturation, as shiclding factor for the cylinder, the rate oy
| y  for the multilayer shield is i . much less -~}
Lot considerably larger for cylinders A0 (RAEOR B
i H,~ 0.2 1 o
H of the same dimensions, .
o] 1 exte Figure 8: Results collected
H material, and external magnetic p .
" rom our test setup for
| | field eylindrical and metal plate Figure 9: Graphs of magnetic flux density (in x, y, z dirctions) relative
L 1 <hield desis t0 position on cylindrical and metal plate shiclds.

lusion and Future Work
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inner radius, and material
. By applying different magnetic fields and measuring B, and B, we found that our knOWle dgements

cylindrical design had higher shielding factors overall and that B,

o increased at a much

¢ Our simulation and test setup results imply that our multilayer, cylindrical design provides more
optimal shielding than the commonly used plate design

slower rate when increasing B, compared to the plate design T would like to thank the Sensors and Technology Laboratory for having me in their lab, the National
. In the future, we plan on testing and fabricating more shields of different geometries and Science Foundation and Functional Nanomaterials Summer Scholars Program for funding my research,
examining the possibility of electroplating metal directly onto devices and the UCLA SURP program for giving me this unique opportunity.
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In our communication technology, whether it's TV or satellite Projection on Convex Sets (POCS)
communications, the fundamental goal is to send bits with low

s LT N e e
H H i This initial project is focused on finding the highest rate at which
Electrical and Computer Engineering ey e e ey Loy et — picking a x € A and finding the closest y
.................................................................................................................................... 5 capacity. Since analytic derivation of the capacity is sometimes € B, then repeating until convergence.
unfeasible, | implement an iterative algorithm that can find the

optimal input distribution, and consequently the capacity.

Ethan Liang

it turns out that I(X;Y) is a distance

What is Channel Ca paCIty'? diin = a.""“’iﬂﬁ‘“"‘ b) which satisfies the right properties, and

we can write the capacity maximization

Derek Xiao Computing Channel Capacity using the Definition | ressonintre o of a POCS
- Channel Capacity: The maximum information rate (in bits per transmission) at which € = max max ) | xr(.\)pm.\ log L2222 p . appYy
H = N N B . B . qlxiy) rix) * rx) procedure described above.
El t o | E . o B I a h ut_ArI m oto AI g o rlth m information can be transmitted reliably (with no error) through a noisy channel. Xy
ectrical Engineering Example
- noisy typewriter channel A
Th d Y - Capacity: log,(26/2), achieved by using only half of the inputs s I1, (qxly)yr= qGly) = rx)p(ylx)
. . . . . . g g (x|y)PoR) S r)piylx)
Ird year The maximum rate at which information can be reliably transmitted over a com- Noisy channel Noiseless subset L. [, by’ L. rPok
. . . . q 0 q input output input tput
UCLA munication channel is the channel capacity, usually represented in units of bits A ,1 : v
per channel use. The ability to compute the capacity of any discrete memory- i e =5
. . o C—— e Results
less channel based on its statistical description is a powerful and fundamental D D )
result of information theory. Broadly speaking, the noisier a channel, the lower its £ E £ &£
. s i ) Noiseless Binary Channel
capacity. Some Intuition Binary Synim_etric Channel g 1f ———.
- noisier typewriter channel (n equiprobable outputs given an input) 0 4 0 §n° 8
Mathematically, the channel capacity is the maximum mutual information - Capacity: log,(26/n), achieved by using only 1/n of the inputs. 208}
. ) . - noisier channels have a lower capacity p . Eos
between the input and output of the channel, where the maximum is taken D £™
. . P q . q . ) . 302} ?::W":&')B:-f:mm
over possible input distributions. My research is focused on developing tools to What is Mutual information? 114_p— 1 E of C=1-HO)='
a 0 A A fn—A A a q a 1 2 3 4
Identlfy LS mutual—lnformatlon-maxm|2|ng izl L LSl ol YR |2 - mutual information: measurement of how much information X and Y share. how much ‘ Haratons
consequently its capacity. As an initial project, | have implemented the Blahut- knowing one of the variables reduces uncertainty about the other.
. . . . q G A-rq . . Examples X e@lnary'Symn_lctﬂc Channel, p =0.1 = Noisy Typewriter
Arimoto algorithm, which finds the capacity-achieving distribution for any discrete - NechawEl, Ve e i Geoal B e et . 4 ST X B e
memoryless channel with a finite input alphabet. - 1(XY) = 1 (bit) b S04l s §3‘
- X =dice roll, Y = a different, independant dice roll S S
- 1(X;Y) = 0 (bits) ] gz“
For many practical channels, the input alphabet is not finite. For example, even a 02 / ‘ g |
. . . . ) 3 "_q" Estimate of B-A aigorithm .T; | gs:rx;(z)&t&mm
simple amplitude shift keying system has an uncountably infinite number of pos- Computation of Channel Capacity g o 2, = |
sible amplitudes. Furthermore, there are practical communication systems where C = channel capacity Hocations Horalions

the optimal input distribution turns out to be asymmetric, such as on-off keying C =max [(X;Y) pKx =inputprobability distribution
p(x) I(X;Y) = mutual information between X and Y

over an additive white Gaussian noise channel. My future research is directed X,Y  =random variables Conclusions and Future Work
towards identifying the optimal input distributions in these cases and developing = WS VRS Vel TieREE, [PHV) B emmes evey e peesiils fpng

. . . i Lo i distributions, p(x), allowing for application of convex optimization techniques. AN fesulls CIVETRR B Techineo aicalal validating my implementation of
practlcal encoders that can approximate those optlmal input distributions. - | implement the Balhut-Arimoto algorithm to solve for capacity of a few example the BIa?\SuL:-ASrfrﬁot:agl;gthr:,co eatiisersicaliEtes KaleaR Oy P SHEnEte S
channels. My implementation works for discrete memoryless channels with a finite input alphabet.
However, for many practical channels, the input alphabet is not finite. For example, even a
simple amplitude shift keying system has an uncountably infinite number of possible
amplitudes.
ACkn OWl ed g eme ntS My future research is directed towards identifying the optimal input distributions in
these cases and developing practical encoders that can approximate those optimal input

We would like to thank the UCLA ECE Fast Track to Success Program, NSF Summer

distributions.
Undergraduate Research Program for their financial support, and for this opportunity to My immediate next project is to find the optimal input distribution given any average
explore research. power constraint on an on-off keying channel with additive Gaussian noise.
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