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Abstract of the Dissertation

Multiple-Input Multiple-Output Orthogonal

Frequency Division Multiplexing in Fast Fading

Channels

by

Sungsoo Kim

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2003

Professor Gregory J. Pottie, Chair

The increased data rates and reliability required to support emerging multimedia

applications require new communications technology. We present results regard-

ing two techniques used in high data rate transmission – orthogonal frequency

division multiplexing (OFDM) the and multiple-input multiple-output (MIMO)

scheme. The aim of this dissertation is to find efficient methods of providing

reliable communication links using MIMO-OFDM under fast fading scenarios.

Toward this end, both equalization and channel coding techniques are investi-

gated.

Despite many advantages of OFDM, OFDM signals are very susceptible to the

time-varying channel, which breaks the orthogonality between subcarriers, result-

ing in interchannel interference (ICI). The ICI increases an irreducible error floor

xiii



in proportion to the normalized Doppler frequency. A New hardware efficient

equalizer, the q-tap MMSE equalizer, is developed to reduce ICI in MIMO-OFDM

signals. Using the fact that the energy of ICI is localized in adjacent subchannels,

the complexity of frequency domain MMSE equalizer can be reduced significantly

without much performance degradation.

New metrics applicable for both space-time convolutional code (STCs) and

space-time bit-interleaved coded modulation (ST-BICM) are developed, in order

to combine the channel coding schemes with the q-tap MMSE equalizer. Simu-

lation results showed that, for both STCs and ST-BICM, new metrics and 3-tap

MMSE equalizers provide 2-3 dB gains at 10−5 bit error rate.

xiv



CHAPTER 1

Introduction

As applications for wireless access look to make the transition from voice commu-

nication to multimedia data, such as internet data and video data, demand for

high-speed wireless communications is increasing. Also, to meet quality of service

(QoS) requirements in various situations, reliability become an important issue.

Orthogonal frequency division multiplexing (OFDM) is a promising candidate for

high-speed transmissions in a frequency selective fading environment. By con-

verting a wideband signal into an array of properly-spaced narrowband signals

for parallel transmission, each narrowband OFDM signal suffers from frequency-

flat fading and, thus, needs only a single-tap equalizer to compensate for the

corresponding multiplicative channel distortion.

One disadvantage of using OFDM systems is interchannel interference (ICI)

in fast fading environments. In OFDM systems, the change in the channel from

symbol to symbol is more significant than for a single carrier transmission sys-

tem, due to its longer symbol duration. Time variations of the channel within an

OFDM symbol lead to a loss of subchannel orthogonality, resulting in interchan-

nel interference (ICI) and leading to an irreducible error floor in conventional
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OFDM receivers. Chapter 2, 3 of this dissertation provide a practical solution

for designing a robust OFDM system in fast fading scenarios.

Theoretical studies of communication links employing multiple transmit and

receive antennas have shown great potential for providing spectrally efficient wire-

less transmission. This dissertation also considers OFDM systems employing mul-

tiple transmit and receive antenna, what has been called multiple-input multiple-

output (MIMO) OFDM systems. One obvious advantage of MIMO multicarrier

systems over MIMO single carrier systems in a frequency-selective channel is

that MIMO-OFDM greatly lessens, and possibly eliminates the need for complex

equalization problem, which is a big issue for MIMO single carrier system design.

This advantage is however no longer valid in fast fading environments. Chapter

4, 5 suggest a practical method for designing robust MIMO-OFDM systems in

fast fading scenarios.

1.1 A Road Map

Chapter 2 begins the investigation of the interchannel interference problem in

OFDM with the derivation of a mathematical model in fast fading channels. In

this chapter an interchannel interference expression and its properties are pre-

sented, and a hardware efficient solution to reduce ICI is suggested. Chapter 3

investigates the channel coding problem in fast fading environments, and shows

how the channel coding and equalization can work together to improve the per-

formance of OFDM systems in fast fading channels.
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Chapter 4 uses the idea of Chapter 2 to design a practical MMSE equalizer for

MIMO-OFDM systems in fast fading channels. Chapter 5 presents two channel

coding schemes used for MIMO-OFDM, namely, space-time convolutional codes

(STCs) and space-time bit-interleaved coded modulation (ST-BICM). Based on

the idea of Chapter 3, design schemes employing the channel coding with MMSE

equalization are presented in this chapter. Chapter 6 presents a summary and

some suggestions for future research.

1.2 Contributions

The main contributions of this dissertation are a hardware-efficient MMSE equal-

izer design for OFDM (and MIMO-OFDM) systems, and metrics designs used

for decoding the channel codes for OFDM (and MIMO-OFDM) in fast fading

channels. The details of these contributions are listed below by chapter.

• Chapter 2: Introduces the new hardware-efficient q-tap MMSE equalizer

for reducing interchannel interference of OFDM signals in fast fading chan-

nels. This equalizer reduces hardware complexity significantly without los-

ing much performance.

• Chapter 3: Applies BICM coding techniques to the q-tap MMSE equalizer

using new bit-metrics for decoding.

• Chapter 4: Introduces the new hardware-efficient q-tap MMSE equalizer for

reducing interchannel interference of MIMO-OFDM signals in fast fading

3



channels.

• Chapter 5 : Applies STCs and ST-BICM coding techniques to the q-tap

MMSE equalizer using new metrics for decoding.

4



CHAPTER 2

OFDM in Fast Fading Channels

Orthogonal frequency division multiplexing (OFDM) is generally known as an

effective modulation technique in highly frequency selective channel conditions.

In OFDM systems [2–5], the entire channel is divided into many narrow sub-

channels. Splitting the high-rate serial data stream into many low-rate parallel

streams, each parallel stream modulates orthogonal subcarriers by means of the

inverse fast Fourier transform (IFFT). If the bandwidth of each subcarrier is

much less than the channel coherence bandwidth, a frequency flat channel model

can be assumed for each subcarrier. Moreover inserting a guard interval results

in an intersymbol interference (ISI) free channel assuming that the length of the

guard interval is greater than the delay spread of the channel. Therefore the

effect of the multipath channel on each subcarrier can be represented by a single

complex multiplier, affecting the amplitude and phase of each subcarrier. Hence

the equalizer at the receiver can be implemented by a set of complex multipliers,

one for each subcarrier.

Despite these advantages, however, the increased symbol duration causes ad-

verse effects in a time-varying channel. The change in the channel from symbol
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to symbol is more significant than for a single carrier transmission system. More-

over, time variations of the channel within a multicarrier symbol lead to a loss of

subchannel orthogonality, resulting in interchannel interference (ICI) and leading

to an irreducible error floor in conventional OFDM receivers. The performance

degradation due to the interchannel interference becomes significant as carrier

frequency, block size, and vehicle velocity increase.

In [6], a simplified frequency domain equalization is suggested to reduce ICI.

Frequency domain equalization normally requires inversion of a large matrix. The

complexity of the equalizer can be reduced significantly by using the fact that

the energy of the ICI is concentrated in adjacent subchannels – in other words,

only a few adjacent subchannels are major interferers to a desired subchannel.

Using the minimum mean-squared error (MMSE) method, it is shown that 3 or

5-tap equalizers can perform well under fast fading.

In this chapter the channel and system models for an OFDM system under

time-varying channels are described, and analysis of the ICI is presented. A new

design approach with the MMSE method is introduced for the frequency domain

equalization, and several simulation results are shown.

2.1 System Model under a Time-Varying Channel

In this section mathematical representations of OFDM system are presented, us-

ing an efficient vector-matrix form [7]. This representation will be used through-

out this thesis, and gives us a useful tool to analyze the system. The problem of

6



interchannel interference (ICI) existing in an OFDM system under a time-varying

channel is given. Properties of ICI are discussed, and these properties will be used

for designing hardware-efficient MMSE equalizers.

Add 
Cyclic PrefixEncoder S/P IFFT P/S

Channel

S/PFFT

Input
bits

Output
bits

Remove
Cyclic Prefix

Interleaver

mX

AWGNnw

nx

,n lh

P/SEqualizerDeinterleaverDecoder

mY ny

Symbol
Mapper

Figure 2.1: A baseband equivalent block diagram for an OFDM system

Figure 2.1 shows a discrete-time baseband equivalent model for an OFDM

system. Input bits are encoded into a symbol Xm, and N symbols are sent to a

serial to parallel converter (S/P). The inverse fast Fourier transform (IFFT) is

then applied. The nth output of the IFFT xn can be expressed as follows:

xn =
1√
N

N−1∑
m=0

Xmej2πnm/N , n = 0, . . . , N − 1. (2.1)

Before the parallel to serial converter (P/S), the cyclic prefix is added to avoid

inter-block interference and preserve orthogonality between subchannels. Gener-

ally the length of the cyclic prefix is chosen such that the guard interval is longer

than or equal to the delay spread of the channel. The cyclic prefix is ignored for

simplicity in this analysis, however. By assuming that the channel consists of L

multipath components, and changes at every sample, the output of the channel

7



can be given by

yn =
L−1∑

l=0

hn,lxn−l + wn, n = 0, . . . , N − 1 (2.2)

where hn,l and wn represent the channel impulse response (CIR) of lth path and

additive white Gaussian noise (AWGN) at time n, respectively. From (2.1), yn

can be written as

yn =
1√
N

L−1∑

l=0

hn,l

N−1∑
m=0

Xmej2π(n−l)m/N + wn, n = 0, . . . , N − 1

=
1√
N

N−1∑
m=0

Xmej2πnm/N

L−1∑

l=0

hn,le
−j2πlm/N + wn. (2.3)

By defining

H(m)
n ≡

L−1∑

l=0

hn,le
−j2πlm/N , n, m = 0, . . . , N − 1 (2.4)

where H
(m)
n is the Fourier transform of the channel impulse response at time n.

Then, yn can be rewritten as

yn =
1√
N

N−1∑
m=0

XmH(m)
n ej2πnm/N + wn, n = 0, . . . , N − 1. (2.5)

After removing the cyclic prefix, the demodulated symbol Ym at the receiver is

obtained by applying the fast Fourier transform (FFT) so that

Ym =
1√
N

N−1∑
n=0

yne−j2πnm/N , m = 0, . . . , N − 1. (2.6)

8



From (2.5), Ym can be written as

Ym =
1√
N

N−1∑
n=0

(
1√
N

N−1∑

k=0

XkH
(k)
n ej2πnk/N + wn

)
e−j2πnm/N , m = 0, . . . , N − 1

=
1

N

N−1∑

k=0

Xk

N−1∑
n=0

H(k)
n e−j2π(m−k)n/N +

1√
N

N−1∑
n=0

wne−j2πnm/N

=

[
1

N

N−1∑
n=0

H(m)
n

]
Xm +

1

N

N−1∑

k=0,k 6=m

Xk

N−1∑
n=0

H(k)
n e−j2π(m−k)n/N + Wm

= αmXm + βm + Wm (2.7)

where

αm =
1

N

N−1∑
n=0

H(m)
n , (2.8)

βm =
1

N

N−1∑

k=0,k 6=m

Xk

N−1∑
n=0

H(k)
n e−j2π(m−k)n/N , (2.9)

Wm =
1√
N

N−1∑
n=0

wne−j2πnm/N . (2.10)

Here, Wm, αm, and βm represent the Fourier transform of wn, the multiplicative

distortion of a desired subchannel m, and the interchannel interference caused

by a time-varying channel, respectively. Note that αm is the average frequency

response of the CIR over one OFDM symbol period. If the channel is time-

invariant, in other words, H
(k)
n is not a function of n, then αm simply becomes

the frequency response of the CIR, as expected.

We can express (2.7) in a compact vector-matrix form as

y = Hx + w (2.11)

9



where y = [Y0, . . . , YN−1]
T , x = [X0, . . . , XN−1]

T , w = [W0, . . . , WN−1]
T , and

H =




H0,0 H0,1 · · · H0,N−1

H1,0 H1,1 · · · H1,N−1

...
...

. . .
...

HN−1,0 HN−1,1 · · · HN−1,N−1




. (2.12)

Here, Hm,k in (2.12) is defined as

Hm,k ≡ 1

N

N−1∑
n=0

H(k)
n e−j2π(m−k)n/N , m, k = 0, . . . , N − 1. (2.13)

In an OFDM system over a time-varying channel, the interchannel interference

can be characterized by the normalized Doppler frequency fdT where fd is the

maximum Doppler frequency and T is the time duration of one OFDM symbol.

Hence we can think of the normalized Doppler frequency as a maximum cycle

change of the time-varying channel per OFDM symbol duration in a statistical

sense.

βm’s in (2.7), or off-diagonal elements of H in (2.12) represent the interchannel

interference (ICI) caused by the time-varying nature of the channel. In a time-

invariant channel, one can easily see that βm is zero, or H becomes a diagonal

matrix, due to the orthogonality of the multicarrier basis waveforms. In a slowly

time-varying channel, i.e., the normalized Doppler frequency fdT is small, we

can assume E{|βm|2} ≈ 0. On the other hand, when the normalized Doppler

frequency is high, the power of the ICI cannot be ignored, and the power of the

desired signal is reduced.

10



2.2 Properties of ICI

According to [8], an explicit mathematical expression for ICI power can be de-

rived. Assume that the multipath intensity profile has an exponential distribu-

tion, and the inverse Fourier transform of the Doppler spectrum is the zeroth-

order Bessel function of the first kind, which is the case when the channel is in

a Rayleigh fading environment. The autocorrelation function of the channel is

then

E
{
hn1,l1h

∗
n2,l2

}
= c · J0

(
2πfdT (n1 − n2)

N

)
· e−l1/Lδ (l1 − l2) (2.14)

where c, a normalization constant, is chosen to satisfy c
∑

le
−l/L = 1, and J0(·)

denotes the zeroth-order Bessel function of the first kind. Assuming the data on

each subchannel are uncorrelated, and E{|Xm|2} = 1, the ICI power becomes

E
{|βm|2

}
=

1

N2

N−1∑

k=0,k 6=m

E
{|Xm|2

} N−1∑
n1=0

N−1∑
n2=0

E
{

H(k)
n1

H(k)
n2

∗} · e−j2π(n1−n2)(m−k)/N

=
1

N2

N−1∑

k=0,k 6=m

N−1∑
n1=0

N−1∑
n2=0

E
{

H(k)
n1

H(k)
n2

∗} · e−j2π(n1−n2)(m−k)/N . (2.15)

The autocorrelation of the frequency response H
(k)
n of the channel is

E
{

H(k)
n1

H(k)
n2

∗}
=

L−1∑

l1=0

L−1∑

l2=0

E
{
hn1,l1h

∗
n2,l2

} · e−j2πk(l1−l2)/N . (2.16)

From the (2.14), it becomes

E
{

H(k)
n1

H(k)
n2

∗}
=

L−1∑

l=0

E
{
hn1,l1h

∗
n2,l2

}

= c

L−1∑

l=0

J0

(
2πfdT (n1 − n2)

N

)
e−l/L

= J0

(
2πfdT (n1 − n2)

N

)
. (2.17)

11



Substituting (2.17) into (2.15), and using the fact that J0(·) is an even function,

we can simplify the ICI power expression as

E
{|βm|2

}
=

1

N2

N−1∑

k=0,k 6=m

N−1∑
n1=0

N−1∑
n2=0

J0

(
2πfdT (n1 − n2)

N

)
e−j2π(n1−n2)(m−k)/N

=
1

N2

N−1∑

k=0,k 6=m

(
N + 2

N−1∑
n=1

(N − n) J0

(
2πfdTn

N

)
cos

(
2πn (m− k)

N

))
.

(2.18)

In the same way, we can obtain

E
{|αm|2

}
=

1

N2

(
N + 2

N−1∑
n=1

(N − n) J0

(
2πfdTn

N

))
. (2.19)

Finally, we can define total normalized ICI power γm as

γm ≡ E
{|βm|2

}

E
{|αm|2

}

=

∑N−1
k=0,k 6=m

(
N + 2

N−1∑
n=1

(N − n) J0

(
2πfdTn

N

)
cos

(
2πn(m−k)

N

))

N + 2
N−1∑
n=1

(N − n) J0

(
2πfdTn

N

) . (2.20)

To obtain the distribution of ICI power among subchannels, we can define the

normalized ICI power at each subchannel, γm,k. This expression can be obtained

from (2.20) by simply removing the summation such that

γm,k ≡
N + 2

N−1∑
n=1

(N − n) J0

(
2πfdTn

N

)
cos

(
2πn(m−k)

N

)

N + 2
N−1∑
n=1

(N − n) J0

(
2πfdTn

N

) . (2.21)

Hence we can see

γm =
N−1∑

k=0,k 6=m

γm,k. (2.22)
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Figure 2.2 illustrates the total normalized ICI power as a function of normal-

ized Doppler frequency fdT . As can be seen, γm is monotonically increasing as a

function of fdT . When fdT > 0.7, the total ICI power is greater than the power

of the desired signal.

Figure 2.3 shows the distribution of normalized ICI power among subchannels

for different fdT values. The overall normalized ICI power level increases as the

normalized Doppler frequency increases, as expected. An important thing to see

is that, as stated in [6], the ICI power tends to concentrate in the neighborhood

of the desired subchannel which is set to be zero in Figure 2.3. In other words,

γm,k1 > γm,k2 if |m − k1| < |m − k2| for any 0 ≤ m, k1, k2 ≤ N − 1 and k1, k2 6=
m. Because the ICI power decreases significantly as |m − k| increases, it is

inefficient to use the entire set of subchannels to equalize a particular desired

subchannel. This idea is the key for designing a hardware-efficient equalizer in

the next chapter.

2.3 MMSE Equalizer

The conventional detection of an OFDM signal using a single tap equalizer ex-

hibits relatively good performance at low values of fdT . However, in an envi-

ronment where the normalized Doppler frequency is high, orthogonality between

subchannels breaks, and there is an irreducible error floor due to the interference

induced between subchannels.

Assuming the N -by-N channel matrix H can be estimated, the MMSE equal-

15



izer can be one of the effective ways to solve this problem. The traditional way

to design an MMSE equalizer in this case requires an N by N matrix inversion as

well as N2 complex multipliers, while the conventional OFDM equalizer requires

only N single inversions with N complex multipliers. Since N is usually a large

number, for example N = 64 for IEEE 802.11a, and N ≥ 2048 for the Euro-

pean HDTV standard, direct implementation of the MMSE equalizer should be

avoided. By exploiting the fact that the ICI power tends to be localized around a

desired subchannel, complexity can be reduced significantly without losing much

performance.

In this section we design MMSE equalizers using the mathematical expres-

sions developed in the previous section. First, the traditional equalizer design ap-

proaches are adopted to obtain insight into designing MMSE equalizer in general.

Then the new design method using a reduced-tap MMSE equalizer is presented.

Finally, their mean-squared error performances are compared.

Consider our OFDM system model

y = Hx + w (2.23)

as given in (2.11). In this problem, we want to find the N -by-N equalizer matrix

G which minimizes the cost function E{‖x− x̂‖2}, where x̂ = Gy is the equalizer

output vector. This is the classical MMSE design problem, and the solution is

given as

G = RxyRy
−1 (2.24)

where R denotes the covariance matrix, which is defined as Rxy = E
{
xyH

}
and

16



Ry = E
{
yyH

}
. Here the superscript H denotes complex conjugate transpose.

The resulting MMSE is then

MMSE = Tr
(
Rx −RxyR

−1
y Ryx

)
(2.25)

where Rx = E
{
xxH

}
and Ryx = E

{
yxH

}
, and Tr(·) denotes the trace function.

Assuming H is known, x is a zero-mean i.i.d. random vector with variance σx
2,

and w is an AWGN vector with variance σw
2, then Rxy is

Rxy = E
{
xyH

}

= E
{
x (Hx + w)H

}

= HHE
{
xxH

}

= σ2
xH

H, (2.26)

and Ry is

Ry = E
{
yyH

}

= E
{

(Hx + w) (Hx + w)H
}

= HE
{
xxH

}
HH + E

{
wwH

}

= σ2
xHHH + σ2

wIN , (2.27)

where IN is the N -by-N identity matrix. Then (2.24) can be rewritten as

G = HH

(
HHH +

σw
2

σx
2
IN

)−1

. (2.28)

Likewise, (2.25) becomes

MMSE = σ2
xTr (IN −GH) . (2.29)
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The zero-forcing solution can be simply obtained by ignoring the noise vari-

ance from (2.28), i.e.,

G = H−1 (2.30)

which is the inverse of the channel matrix H. It is well known, however, that

the zero-forcing solution experiences more noise enhancement than the MMSE

approach when the channel has deep fades.

As can be seen from (2.28), the MMSE equalizer is much too complex to

be implemented, especially when N is a large number. First, N -by-N matrix

inversion is required to obtain the equalizer coefficient matrix G, and N2 complex

multipliers are needed to equalize N symbols. Since the channel matrix changes

in every OFDM symbol, the rate of change depends on the normalized Doppler

frequency, the matrix inversion has to be performed in every N symbols as well.

2.4 q-tap MMSE Equalizer

The fact that the ICI power is localized to the neighborhood of the desired sub-

channel is the key for designing a new equalizer structure. Instead of using the

entire set of subchannels, only a few neighborhood subchannels can be used for

equalization without much performance penalty. This is true because these neigh-

borhood subchannels contain most of the energy of the desired signal. Figure 2.4

shows the structure of the 3-tap equalizer. Only two neighborhood subchannels

(one on each side) are used in this case. In this example, input symbols 1, 2, and

3 are used for equalization for the subchannel 2, and the input symbols 4, 1, 2 are

18
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Figure 2.4: 3-tap equalizer structure

used for the subchannel 1. The example of the equalization for the subchannel2

shows that equalization for the subchannel in one edge (m = 0 or m = N − 1)

requires the symbol at the other edge as well, since the channel matrix H is a

circulant matrix in nature.

Derivation of the q-tap MMSE equalizer is similar to the MMSE case in the

previous section. This time, however, we find the solution for each desired sub-

channel symbol individually. The problem is to find the equalizer coefficient
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vector

g(q)
m = [gm,0, . . . , gm,q−1] (2.31)

which minimizes the mean-squared error

E

{∣∣∣Xm − X̂m

∣∣∣
2
}

(2.32)

where X̂m = g
(q)
m y

(q)
m and

y(q)
m =

[
Y(m−(q−1)/2)N

, . . . , Ym, . . . , Y(m+(q−1)/2)N

]T
. (2.33)

Here (·)N denotes modular function with modulus N . y
(q)
m is then

y(q)
m = H(q)

m x + w(q)
m (2.34)

where

H(q)
m =




H(m−(q−1)/2)N ,0 H(m−(q−1)/2)N ,1 · · · H(m−(q−1)/2)N ,N−1

...
...

...
...

Hm,0 Hm,1 · · · Hm,N−1

...
...

...
...

H(m+(q−1)/2)N ,0 H(m+(q−1)/2)N ,1 · · · H(m+(q−1)/2)N ,N−1




, (2.35)

and

w(q)
m =

[
W(m−(q−1)/2)N

, . . . ,Wm, . . . , W(m+(q−1)/2)N

]T
. (2.36)

From (2.24), the MMSE solution is

g(q)
m = R

Xmy
(q)
m

R−1

y
(q)
m

, (2.37)
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and, by the same assumption in the previous section, we have

R
Xmy

(q)
m

= E
{

Xm

(
y(q)

m

)H
}

= E
{

Xm

(
H(q)

m x + w(q)
m

)H
}

= E
{
XmxH

} (
H(q)

m

)H

= σ2
x

(
h(q)

m

)H
(2.38)

where h
(q)
m is the mth column of the matrix H

(q)
m , i.e.,

h(q)
m =

[
H(m−(q−1)/2)N ,m, . . . , Hm,m, . . . , H(m+(q−1)/2)N ,m

]T
. (2.39)

Also we have

R
y

(q)
m

= E
{
y(q)

m

(
y(q)

m

)H
}

= E
{(

H(q)
m x + w(q)

m

) (
H(q)

m x + w(q)
m

)H
}

= H(q)
m E

{
xxH

} (
H(q)

m

)H
+ E

{
w(q)

m

(
w(q)

m

)H
}

= σ2
xH

(q)
m

(
H(q)

m

)H
+ σ2

wIq. (2.40)

After inserting (2.38) and (2.40) into (2.37), the q-tap equalizer vector g
(q)
m be-

comes

g(q)
m =

(
h(q)

m

)H
(
H(q)

m

(
H(q)

m

)H
+

σ2
w

σ2
x

Iq

)−1

. (2.41)

In the same way, we have

MMSE = σ2
x

N−1∑
m=0

(
1− g(q)

m h(q)
m

)
. (2.42)

If we choose q as small as possible, but without sacrificing much performance,

we can significantly reduce hardware complexity. For example, when N = 64, the
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full-tap MMSE requires 64-by-64 matrix inversion with 4096 complex multipliers,

while 3-tap MMSE equalizer needs 64 3-by-3 matrix inversions with only 192

complex multipliers.

2.5 Simulation Results

Figure 2.5, 2.6 illustrate the mean-squared error performance of the MMSE equal-

izers as a function of SNR when fdT = 0.01, 0.1, 0.4, 1.0. In this simulation, the

number of subchannels N is 64, and 1-tap, 3-tap, 5-tap, and full 64-tap MMSE

equalizers are under consideration. Figure 2.5(a) shows that different numbers

of taps do not make any difference at a low fdT . This means, at a low fdT , only

the equalizer coefficient of the desired subchannel has a non-zero value, since the

ICI power is almost zero. When fdT = 0.1 in Figure 2.5(b), the performance

difference becomes larger, especially when SNR is high. Note that the curve for

the full MMSE equalizer is almost a straight line, which means the full MMSE

equalizer does not have an irreducible error floor due to the ICI, unlike the other

cases. The problem with the irreducible error floor becomes more distinct for the

1-tap equalizer when fdT = 0.4 in Figure 2.6(a) and fdT = 1.0 in Figure 2.6(b).

Also note that the error floor decreases as the number of equalizer taps increases.

In Figure 2.6(b), the gain from the multiple-tap equalizers over the single-tap

approach is much larger even in very low SNR region such as 0 dB ≤ SNR ≤
5 dB. This is because the ICI dominates the overall interference-noise level over

the background noise.
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Figure 2.7, 2.8 show the MSE performance as a function of fdT when SNR

is 0, 10, 20, and 30 dB. Generally more gain can be achieved with multiple-tap

equalizers as SNR increases. When SNR is 20 dB in Figure 2.8(a), the 3-tap

equalizer has about 2 dB gain compared to the 1-tap equalizer but 2 dB loss

compared to 64 taps. Also, when SNR is 30 dB in Figure 2.8(b), the 5-tap

equalizer has about 6 dB gain compared to one tap, but 5 dB loss compared to

the full-tap MMSE equalizer.

2.6 Summary

This chapter began with the derivation of a mathematical model for OFDM

systems in fast fading channels. An interchannel interference expression was

presented from the system model. It was shown that the energy of ICI is localized

in a desired subchannel.

As a solution to reduce ICI, frequency domain MMSE equalizer was suggested.

It was demonstrated that conventional MMSE approach is not feasible, due to the

large number N . Also it was shown that, using the ICI property, the complexity

of MMSE equalizer can be reduced considerably with a small MSE performance

loss.
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Figure 2.5: MSE performance of MMSE equalizers for fdT = 0.01, 0.1
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Figure 2.6: MSE performance of MMSE equalizers for fdT = 0.4, 1.0
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CHAPTER 3

Channel Coding for OFDM in Fast Fading

Channels

The reliability of digital communication over a fading channel can be much im-

proved by means of channel coding. For example, an M -ary channel signal con-

stellation can be used in conjunction with trellis codes [9]. The coding gain is

achieved by constructing a code using expanded signal sets and a convolutional

encoder. Some improvement in the sense of the coding gain can be obtained by

searching for optimal codes according to some additive metric, which takes into

account the combined weight of the Euclidean distance and the diversity of the

code. The disadvantage of this approach is that the order of diversity remains

equal to the minimum number of distinct symbols between two codewords.

The bit-interleaved coded modulation (BICM) technique, based on a convo-

lutional code followed by log(M) bit interleavers, yields a better coding gain over

a Rayleigh fading channel than the original trellis-coded modulation (TCM) [10].

The diversity of a coded system can be increased with this approach. This di-

versity is proportional to dfree of the code, and the error performance is governed

by some product of dfree terms. Here, dfree is the free binary Hamming distance
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of the code. At first glance it seems that there are two major problems. First,

since the bit interleavers induce a random mapping it is not clear that a good

convolutional code yields a good coded system. Second, what type of metric is

to be used before the metric deinterleavers at the receiver side?

In this chapter, the BICM decoding method is introduced and it is shown that

the error performance of the BICM system is superior to that of the existing TCM

system over a Rayleigh fading channel. Also the BICM technique is applied to

the OFDM with the MMSE equalizer designed in the previous chapter. Bit-error

rate performance is compared under various circumstances.

3.1 BICM under a Rayleigh Fading Channel

An example of the BICM system is shown in Figure 3.1. In this example, a

binary sequence in at time n is encoded into another binary sequence cn using

a rate R = 3
4
, convolutional code with a 16-QAM modulator. We shall repre-

sent the binary (0,1) input and the binary output sequences of a convolutional

encoder by in = [i1n, i
2
n, i

3
n, i

4
n], and cn = [c1

n, c
2
n, c3

n, c
4
n], respectively. The encoder

outputs are fed into four independent ideal interleavers, resulting in a binary

vector cn
′ =

[
c1
n
′
, c2

n
′
, c3

n
′
, c4

n
′]
. A group of 4 bits at the output of the interleavers

is mapped into the 16-QAM signal set xn, according to Gray mapping (Figure

3.3(b)). The mapping signal points are digitally pulse shaped, and transmitted

over the channel. At the receiver, a faded noisy version of the transmitted channel
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signal yn can be written as

yn = ρnxn + wn (3.1)

where ρn is a random variable representing the random amplitude of the received

signal, and wn is a complex zero-mean Gaussian random variable with variance

σw
2. The received signal is then passed through a demodulator, four metric com-

putation units, and metric deinterleavers. Finally, the decision on the transmitted

sequence is taken with the aid of the Viterbi decoder.

An analysis model of the BICM system is shown in Figure 3.2. In what

follows, ideal interleavers and deinterleavers are assumed, so that the combined

interleavers and mapping can be viewed as four statistically independent commu-

nication modulators and channels. The output of the encoder cn is transmitted by

four random modulators. There are four transmitted symbols, xi
n, i = 1, 2, 3, 4,

carrying the encoder output bits ci
n. With ideal random interleavers, any one of

the eight possible transmitted symbols associated with a fixed value of ci
n for a

particular ith bit, may appear with equal probability. With the mapping from

binary to 16-QAM symbols, we define the subsets, S0
i and S1

i , i = 1, 2, 3, 4, based

on whether the bit is 0 or 1 at each bit position, as shown in Figure 3.3(b). The

transmitted symbols associated with an output bit ci
p = c at time n can be any

symbol from the subset Sc
i (c = 0, 1) with equal probability, 1/8. Thus, the ith bit

ci
n, induces a partition of the signal set into two subsets S0

i and S1
i , i = 1, 2, 3, 4,

as it is shown in Figure 3.3(b).

This model of random modulation is due to the random interleavers, and to
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the suboptimal nature of the BICM system which does not use the side informa-

tion associated with the ordering of the transmitted symbols.

At the receiver, the faded, noisy version of the transmitted symbol is passed

through four metric computation units. An optimal decoder calls for a compli-

cated metric which takes into account a priori probabilities of transmission of

all possible eight transmitted symbols from the set S0
i or S1

i associated with the

output bit ci
n. In selecting a decoding metric, a tradeoff exists between simplicity

of implementation, robustness of the system, and error performance. For the

BICM system in [10], a receiver which uses the suboptimal metric

mi

(
yi

n, S
c
i ; ρ

i
n

)
= min

x∈Sc
i

∣∣yi
n − ρi

nx
∣∣2 , c = 0, 1, i = 1, 2, 3, 4, (3.2)

is suggested. Here, yi
n is the received signal at the ith bit position at time n.

Each ith metric computation unit produces two metrics corresponding to the

two possible values of the bit ci
n, at time n. The decoder input unit computes

the branch metrics corresponding to all possible values of cn = [c1
n, c

2
n, c3

n, c
4
n] –

in this example the number of possible branch metrics is 24 = 16. For each such

value the decoder input unit computes the sum

m (yn, cn; ρn) =
4∑

i=1

(
1− ci

n

)
mi

(
yi

n, S0
i ; ρ

i
n

)
+ ci

nmi

(
yi

n, S1
i ; ρ

i
n

)
, (3.3)

where ρn = [ρ1
n, ρ

2
n, ρ3

n, ρ4
n]. Finally, these metrics are fed to the decoder, which

employs the Viterbi algorithm to find the binary data sequence with the smallest

cumulative sum of metrics, m (yn, cn; ρn).

Bit-error rate (BER) performance of the BICM system under a Rayleigh fad-

ing channel is shown in Figure 3.4. In this simulation, an infinite-length ideal
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Figure 3.3: Partitions of signal set to subsets ‘0’ group and ‘1’ group
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interleaver and deinterleaver is assumed, so that each combined unit of interleaver

and symbol mapping becomes statistically independent. The number of bits per

symbol is 2, and Figure 3.3(a) is used for the symbol mapping and signal set

partitioning. The encoder is a 64-state convolutional encoder with rate 1/2. It

is seen that BICM requires Eb/No = 7.5 dB for BER = 10−5, while TCM needs

Eb/No = 9.0 dB. Note that most of the coding gain was obtained through the di-

versity of the code, generated by the bit interleavers. This gain is larger than the

loss associated with the random nature of the modulation and the suboptimal

decoding. This result indicates that the error performance of BICM improves

compared to conventional TCM with equal decoding complexity. Note, however,

that due to the interleavers the decoding delay and the memory storage require-

ments are larger. BER performance for uncoded systems under a Rayleigh fading

channel and an AWGN channel are also provided for reference.

3.2 BICM with q-tap MMSE Equalizer

An OFDM system is an attractive modulation technique for the system employ-

ing a convolutional code because of its inherent orthogonality. As far as there is

no ICI in OFDM systems, each subchannel can be viewed as an independent flat

fading channel – in other words a memoryless channel, so that the maximum-

likelihood decoding process is straightforward with the Viterbi decoder. Single

carrier systems under multipath channels, on the other hand, suffer from inter-

symbol interference (ISI) so that a much more complex algorithm is required for
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maximum likelihood decoding. When the normalized Doppler frequency is large,

however, OFDM is also in the same situation as the single carrier system because

of the ICI.

In the previous section ideal infinite-length bit interleavers are assumed, but

it cannot be true in a real situation. Diversity for BICM can be maintained

only when the length of the bit interleavers is long enough so that independence

between bits is preserved. With fixed length bit interleavers, BICM under a fast

fading channel may perform better than BICM under slow fading.

We can combine BICM and the q-tap MMSE equalizer designed in the pre-

vious chapter to increase diversity as well as signal to noise ratio. The problem

with this combination is to determine what metric is appropriate in the presence

of the equalizer. If we use BICM alone for the OFDM system without ICI, then

the metrics should be the same as (3.3), i.e.,

M0 ≡ min
x∈Sc

|ym −Hm,mx|2 , c = 0, 1 (3.4)

where Hm,m in (2.13) is the channel gain at the subchannel m. Note that off-

diagonal elements of H in (2.12) are all zeros since there is no ICI. In the presence

of equalizers, however, M0 cannot be used directly since ym is not the channel

output as in (3.1), but the equalizer output x̂m. Hence the simplest metrics in

the presence of equalizers could be

M1 ≡ min
x∈Sc

|x̂m − x|2 , c = 0, 1. (3.5)

The M1, however, does not include the subchannel gain information which may

improve the performance greatly. If we scale the metrics based on the power of
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each subchannel, then we have

M2 ≡ min
x∈Sc

|x̂m − x|2 |Hm,m|2, c = 0, 1. (3.6)

We can improve further by examining the equalizer output,

x̂m = g(q)
m y(q)

m

= g(q)
m

(
H(q)

m x + w(q)
m

)

= g(q)
m h(q)

m xm + g(q)
m

(
w(q)

m + w(q)
m

′)
(3.7)

where g
(q)
m = [gn,0, . . . , gn,q−1] is the equalizer coefficient vector, the channel matrix

H
(q)
m is from (2.35), and h

(q)
m is mth column of H

(q)
m . Here w

(q)
m

′
denotes a residual

ICI term after the equalizer. Since

∣∣x̂m − g(q)
m h(q)

m xm

∣∣2 =
∣∣∣g(q)

m

(
w(q)

m + w(q)
m

′)∣∣∣
2

'
∣∣g(q)

m

∣∣2
∣∣∣w(q)

m + w(q)
m

′∣∣∣
2

, (3.8)

new metrics can be written as

M3 ≡ 1∣∣∣g(q)
m

∣∣∣
2 min

x∈Sc

∣∣x̂m − g(q)
m h(q)

m x
∣∣2 . (3.9)

3.3 Simulation Results

Figure 3.5 compares BER performance for different metrics. In this simulation

the number of subcarrier N=32, the normalized Doppler frequency fdT=0.4, 4-

QAM modulation, and 64-state convolutional code with rate 1/2 are used. As

expected, the performance order is M1 < M2 < M3. At BER=10−4, M3 has 1.2

dB gain over M2, and 0.2 dB over M1 for the 3-tap MMSE equalizer.

38



Figure 3.6, 3.7 show BER performance under various conditions. When fdT =

0.4 as shown in Figure 3.7, only the systems having both coding and an equalizer

do not suffer from serious ICI degradation. Note that both ‘1-tap with BICM’ and

‘BICM only’ have an irreducible error floor due to the severe ICI impairments.

When fdT = 0.1, it seems that increasing the number of taps for the MMSE

equalizer is not effective, but it is not generally true. This is because higher-tap

equalizers have a small gain advantage in the low SNR region, as shown in Figure

2.5, 2.7. Even in this low SNR region, we can still notice about 0.7 dB gain for

‘3-tap equalizer with BICM’ compared to ‘BICM only’ system.

3.4 Testbed Results

Hardware research project for MIMO-OFDM systems is in progress at UCLA’s

Wireless Integrated Systems Research Group (WISR Group). As a part of the

research, a preliminary testbed has been built for initial performance testing.

The testbed is mainly a PC-based system, in which most signal processing is

performed by the PC, except the RF front end and antennas for over-the-air

wireless transmission. The test is performed in an indoor office environment

where the transmitter and the receiver are in a fixed location, and a direct line-

of-site exists between the transmit and the receive antennas. The testbed uses a

512-point FFT/IFFT with QPSK symbol mapping. Since the calibration of the

testbed had not been completed at the time of testing, approximately 5% error

of transmitted symbols is detected. Figure 3.8 shows the original transmitted
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images, which have 449 by 400 pixels with 4 level gray scale. BICM algorithm is

applied to the testbed. Figure 3.9 and 3.10 demonstrate the performance of the

BICM algorithm. In Figure 3.9, the error rate of the uncoded image is 4.98%,

while the BICM coded error rate is 0.077%. In Figure 3.10, the uncoded image

has 6.84% error, while the BICM coded error rate was only 0.032%.

3.5 Summary

This chapter introduced bit-interleaved coded modulation (BICM), which pro-

vides better performance than the traditional Ungerboeck’s trellis coded modu-

lation (TCM) approach in Rayleigh fading channels. It was shown that BICM

can be used with q-tap MMSE equalizer designed in Chapter 2 in order to in-

crease robustness of OFDM systems in fast fading scenarios. For the combination

of the BICM and the q-tap MMSE equalizer, several new bit metrics were sug-

gested. Simulation results showed that the suggested solution provides robust

performance even in a very high normalized Doppler frequency, such as 0.4.
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(a) Wood image

(b) Church image

Figure 3.8: Original images used for testbed
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(a) Before BICM

(b) After BICM

Figure 3.9: Wood image
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(a) Before BICM

(b) After BICM

Figure 3.10: Church image
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CHAPTER 4

MIMO-OFDM in Fast Fading Channels

High data-rate wireless access is demanded by many applications. Traditionally,

more bandwidth is required for higher data-rate transmission. However, due

to spectral limitations, it is often impractical or sometimes very expensive to

increase bandwidth. In this case, using multiple transmit and receive antennas

for spectrally efficient transmission is an alternative solution.

Theoretical studies of communication links employing multiple transmit and

receive antennas have shown great potential [11, 12] for providing spectrally effi-

cient wireless transmission. The early investigations focused almost entirely on

flat fading channels. Recently [13], investigations have began to consider similar

single-carrier approaches for frequency-selective fading channels with the hope of

showing that similar gains could be achieved for mobile communications. These

investigations are ultimately faced with a very complex equalization problem.

Here we consider an alternative approach, which employs multiple transmit

and receive antennas in an orthogonal frequency division multiplexing (OFDM)

communication system to produce what has been called a multiple-input and

multiple-output (MIMO) OFDM system. MIMO-OFDM greatly lessens, and
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possibly eliminates, the equalization complexity problem to produce an approach

with tremendous potential.

Interchannel interference(ICI) problem still exists in MIMO-OFDM systems,

however, when the channel is time-varying or when there are impairments such

as synchronization errors (e.g., frequency offset). Similar to SISO-OFDM in the

previous chapters, MIMO-OFDM is also sensitive to Doppler and frequency errors

that destroy the subcarrier orthogonality and give rise to ICI.

The frequency domain equalization technique used for reducing ICI in SISO-

OFDM systems can be applied to MIMO-OFDM systems as well. The difference

is that the equalizer tries to equalize not only ICI, but the mixed signals from

more than one transmit antennas, assuming that the signals from each transmit

antennas are from independent sources, and the receiver can hear all the mixed

signals without any orthogonality assumption among transmitted symbols. Since

the ICI property, which is the interference energy is concentrated among desired

subchannels, still holds with MIMO-OFDM systems, the complexity reduction

method used for SISO-OFDM systems can also be applied.

In this chapter the system models for an MIMO-OFDM system under time-

varying channel are derived, and the traditional MMSE approach for MIMO-

OFDM systems is introduced. As an extension of the q-tap MMSE equalizer for

SISO-OFDM, a similar design approach is described for q-tap MMSE equalizer

for MIMO-OFDM systems. Several simulation results under various scenarios

are shown.
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4.1 System Model for MIMO-OFDM under a Time-Varying

Channel

Encoder

IFFT

FFT

Interleaver Symbol
Mapper

mX

Equalizer

Deinterleaver

Decoder

IFFT

FFT

Interleaver Symbol
Mapper

Deinterleaver

nx

mYny Matric
Computation

Unit

Figure 4.1: A simplified block diagram for a MIMO-OFDM system

Consider a MIMO-OFDM system using Nt transmit antennas and Nr receive

antennas (Figure 4.1). The encoder takes a single stream of binary input data and

transforms it into Nt parallel streams of encoded bits followed by interleavers and

symbol mappers. After the symbol mappers, the mth IFFT input at transmit

antenna i is denoted by X i
m, m = 0, . . . , N − 1, i = 1, . . . , Nt. After the IFFT,

the nth OFDM symbol at transmit antenna i denoted by xi
n is given by

xi
n =

1√
N

N−1∑
m=0

X i
mej2πnm/N , n = 0, . . . , N − 1, i = 1, . . . , Nt. (4.1)

Here the cyclic prefix is omitted for simplicity. Let hj,i
n,l be the impulse response
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of the lth multipath component at time n from transmit antenna i to receive

antenna j. Then nth received symbol at receive antenna j is

yj
n =

Nt∑
i=1

L−1∑

l=0

hj,i
n,lx

i
n−l + wj

n, n = 0, . . . , N − 1, j = 1, . . . , Nr, (4.2)

where wj
n represents additive white gaussian noise of jth receive antenna at time

n. Note that yj
n is the sum of transmitted symbols from all transmit antennas.

From (4.1), yj
n can be written as

yj
n =

1√
N

Nt∑
i=1

L−1∑

l=0

hj,i
n,l

N−1∑
m=0

X i
mej2π(n−l)m/N + wj

n

=
1√
N

N−1∑
m=0

Nt∑
i=1

X i
mej2πnm/N

L−1∑

l=0

hj,i
n,le

−j2πlm/N + wj
n. (4.3)

By defining

Hj,i
n,(m) ≡

L−1∑

l=0

hj,i
n,le

−j2πlm/N , n,m = 0, . . . , N − 1 (4.4)

where Hj,i
n,(m) is the Fourier transform of the channel impulse response from trans-

mit antenna i to receive antenna j at time n. So, yn can be rewritten as

yj
n =

1√
N

N−1∑
m=0

Nt∑
i=1

X i
mHj,i

n,(m)e
j2πnm/N + wj

n. (4.5)

Since the mth FFT output at receive antenna j is given by

Y j
m =

1√
N

N−1∑
n=0

yj
ne
−j2πnm/N , m = 0, . . . , N − 1, j = 1, . . . , Nr, (4.6)
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we have

Y j
m =

1√
N

N−1∑
n=0

(
1√
N

N−1∑

k=0

Nt∑
i=1

X i
kH

j,i
n,(k)e

j2πnk/N + wj
n

)
e−j2πnm/N

=
1

N

N−1∑

k=0

Nt∑
i=1

X i
k

N−1∑
n=0

Hj,i
n,(k)e

−j2π(m−k)n/N +
1√
N

N−1∑
n=0

wj
ne−j2πnm/N

=
Nt∑
i=0

[
1

N

N−1∑
n=0

Hj,i
n,(m)

]
X i

m +
1

N

Nt∑
i=1

N−1∑

k=0,k 6=m

X i
k

N−1∑
n=0

Hj,i
n,(k)e

−j2π(m−k)n/N + W j
m

=
Nt∑
i=1

αj,i
m X i

m +
Nt∑
i=1

βj,i
m + W j

m, (4.7)

where

αj,i
m =

1

N

N−1∑
n=0

Hj,i
n,(m), (4.8)

βj,i
m =

N−1∑

k=0,k 6=m

X i
k

N−1∑
n=0

Hj,i
n,(k)e

−j2π(m−k)n/N , (4.9)

W j
m =

1√
N

N−1∑
n=0

wj
me−j2πnm/N . (4.10)

Similar to SISO case, αj,i
m and βj,i

m represent the multiplicative distortion and the

interchannel interference of a desired subchannel m from transmit antenna i to

receive antenna j respectively, and W j
m is the frequency response of the AWGN.

Also it is easy to show that, if the channel is time-invariant, then αj,i
m , and βj,i

m

become the frequency response of the subchannel m, and zero, respectively.

(4.7) can be expressed by a compact vector-matrix form as

y = Hx + w, (4.11)
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where

y =
[
yT

0 ,yT
1 , . . . ,yT

N−1

]T
,

x =
[
xT

0 ,xT
1 , . . . ,xT

N−1

]T
, (4.12)

w =
[
wT

0 ,wT
1 , . . . ,wT

N−1

]T
,

and

H =




H0,0 H0,1 · · · H0,N−1

H1,0 H1,1 · · · H1,N−1

...
...

. . .
...

HN−1,0 HN−1,1 · · · HN−1,N−1




. (4.13)

In (4.12),

ym =
[
Y 1

m, Y 2
m, . . . , Y Nr

m

]T

xm =
[
X1

m, X2
m, . . . , XNt

m

]T
(4.14)

wm =
[
W 1

m,W 2
m, . . . , WNr

m

]T
.

Also in (4.13),

Hn,m =




H1,1
n,m H1,2

n,m · · · H1,Nt
n,m

H2,1
n,m H2,2

n,m · · · H2,Nt
n,m

...
...

. . .
...

HNr,1
n,m HNr,2

n,m · · · HNr,Nt
n,m




(4.15)

where each element is defined as

Hj,i
n,m ≡ 1

N

N−1∑
n=0

Hj,i
n,(m)e

−j2π(m−k)n/N . (4.16)
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βj
m’s in (4.7), or off-diagonal elements of H in (4.13) represent the interchannel

interference. In a time-invariant channel, one can easily see that βj
m is zero, or

H becomes a block-diagonal matrix, due to the orthogonality of the multicarrier

basis waveforms. In a slowly time-varying channel, i.e., the normalized Doppler

frequency fdT is small, we can assume E{|βj
m|2} ≈ 0. On the other hand, when

the normalized Doppler frequency is high, the power of the ICI cannot be ignored,

and the power of the desired signal is reduced.

4.2 MMSE Equalizer for MIMO-OFDM

The MMSE equalizer is one of the solutions for reducing interchannel interference

as well as equalizing mixed signals transmitted from more than one transmit

antennas for MIMO-OFDM systems in fast fading channels. Consider the MIMO-

OFDM system model

y = Hx + w, (4.17)

as given in (4.11). Here we want to find the NNt-by-NNr equalizer matrix G

which minimizes the cost function

E
{‖x− x̂‖2} , (4.18)

where x̂ = Gy is the equalizer output vector. If the NNr-by-NNt channel matrix

H is given, the solution of MMSE equalizer G can be obtained by the following

equation:

G = HH

(
HHH +

σ2
w

σ2
x

INNr

)−1

, (4.19)
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where INNr is the NNr-by-NNr identity matrix. Also the corresponding mean-

squared error is

MMSE = σ2
xTr (INNt −GH) . (4.20)

Similar to the SISO case, however, the traditional way of designing an MMSE

equalizer for MIMO-OFDM systems in fast fading channels requires a very ineffi-

cient and highly complex structure. According to (4.19), NNr-by-NNr complex

matrix inversion is necessary to obtain the complex equalizer matrix G, and

N2NtNr complex multipliers are needed to equalize NNt symbols. Since the

FFT size N is usually large number, the traditional MMSE approach should be

avoided in practical applications.

4.3 q-tap MMSE Equalizer for MIMO-OFDM

The q-tap MMSE equalizer for MIMO-OFDM systems can be derived similarly

to the SISO case in the previous chapter. The problem is to find the Nt by qNr

equalizer matrix g
(q)
m

g(q)
m = [gm,1, . . . ,gm,q] , (4.21)

which minimizes the mean-squared error function,

E
{‖xm − x̂m‖2} , (4.22)

where g
(q)
m is Nt by Nr equalizer matrix of mth subchannel,

x̂m = g(q)
m y(q)

m , (4.23)
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and

y(q)
m =

[
yT

(m−(q−1)/2)N
, . . . ,yT

m, . . . ,yT
(m+(q−1)/2)N

]T

. (4.24)

Here (·)N denotes modular function with modulus N . Thus y
(q)
m is then

y(q)
m = H(q)

m x + w(q)
m , (4.25)

where

H(q)
m =




H(m−(q−1)/2)N ,0 H(m−(q−1)/2)N ,1 · · · H(m−(q−1)/2)N ,N−1

...
...

...
...

Hm,0 Hm,1 · · · Hm,N−1

...
...

...
...

H(m+(q−1)/2)N ,0 H(m+(q−1)/2)N ,1 · · · H(m+(q−1)/2)N ,N−1




, (4.26)

and

w(q)
m =

[
wT

(m−(q−1)/2)N
, . . . ,wT

m, . . . ,wT
(m+(q−1)/2)N

]T

. (4.27)

The MMSE solution can be obtained by the following equation:

g(q)
m = R

xmy
(q)
m

R−1

y
(q)
m

. (4.28)

Using the same assumption in the previous chapter, we have

R
xmy

(q)
m

= E
{
xm

(
y(q)

m

)H
}

= E
{
xm

(
H(q)

m x + w(q)
m

)H
}

= E
{
xmxH

} (
H(q)

m

)H

= σ2
x

(
h(q)

m

)H
, (4.29)
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where h
(q)
m is the mth column of the matrix H

(q)
m , i.e.,

h(q)
m =

[
HT

(m−(q−1)/2)N ,m, . . . ,HT
m,m, . . . ,HT

(m+(q−1)/2)N ,m

]T

. (4.30)

Also we have

R
y

(q)
m

= E
{
y(q)

m

(
y(q)

m

)H
}

= E
{(

H(q)
m x + w(q)

m

) (
H(q)

m x + w(q)
m

)H
}

= H(q)
m E

{
xxH

} (
H(q)

m

)H
+ E

{
w(q)

m

(
w(q)

m

)H
}

= σ2
xH

(q)
m

(
H(q)

m

)H
+ σ2

wIqNr . (4.31)

Thus the q-tap equalizer matrix g
(q)
m is

g(q)
m =

(
h(q)

m

)H
(
H(q)

m

(
H(q)

m

)H
+

σ2
w

σ2
x

IqNr

)−1

. (4.32)

Similarly, we have

MMSE = σ2
x

N−1∑
m=0

Tr
(
INt − g(q)

m h(q)
m

)
. (4.33)

The dimension of the covariance matrix R
y

(q)
m

in (4.31) is qNr-by-qNr. If we

chose q small enough, and the number of the receive antennas is reasonably small,

the inversion of R
y

(q)
m

is not a very hard task in hardware, considering today’s

technology. For example, when q = 3, Nt = 2, and Nr = 2, 6-by-6 matrix

inversion with 2-by-6 matrix multiplications per subchannel are required, which

are quite modest operations in most digital signal processors today.
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4.4 Simulation Results

Figure 4.2 shows the mean-squared error (MSE) performance of MMSE equalizers

with two transmit antennas when the normalized Doppler frequency is 0.1. In

these simulations 64 subchannels are used for OFDM. Figure 4.2(a) demonstrates

the theoretical limits on the MSE performance of the MMSE equalizer for different

number of receive antennas, i.e. 1, 2, and 3 antennas. Examining Figure 4.2(a),

the MSE performance of the equalizer degrades dramatically, when the number

of receive antennas is less than the transmit antennas. In a mathematical point

of view, Nr should be greater than or equal to Nt, in order to obtain a proper

MMSE solution. However, there are situations where Nr must be less than Nt due

to the physical limitations of receivers, such as mobile handsets. In such cases,

orthogonal coding, such as Alamouti code [14], should be applied to transmit

symbols from each transmit antenna in order to avoid performance degradation.

Figure 4.2(b) compares the MSE performances of single-tap, 3-tap, and full-tap

(64-tap) MMSE equalizers. The overall performance can be much improved by

adding one more receive antenna. The performance of 3-tap MMSE is somewhere

in the middle between single-tap and full-tap MMSE equalizers. In the low SNR

region, small-tap MMSE equalizers work relatively well, but the curves become

virtually flat as the SNR increases, due to the irreducible error floor, which has

not been equalized by small-tap equalizers.

Figure 4.3 shows the MSE performance of MMSE equalizers employing four

transmit antennas when the normalized Doppler frequency is 0.1. Examining
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Figure 4.3(a), the overall performance is worse than the 2× system of which the

throughput is half that of the 4× system. It is interesting to see that the error

floor levels of 3-tap equalizers in Figure 4.3(b) are higher than 2× systems in

Figure 4.2(b). This is because the sum of remaining ICI terms from all transmit

antennas increases linearly as the number of transmit antennas.

Figure 4.4, and 4.5 show the MSE performance of MMSE equalizers with two

and four transmit antennas, respectively, when the normalized Doppler frequency

is 0.2. Similar results can be observed except the performance gaps between full-

tap and small-tap equalizers become larger, due to higher Doppler frequency.

4.5 Summary

In this chapter the multiple-input multiple-output (MIMO) OFDM system in fast

fading channels was explored as an extension of Chapter 2. The mathematical

model for the MIMO-OFDM was derived. The difference from the single-input

single-output (SISO) case in Chapter 2 is that the MIMO system requires ad-

ditional processing for the mixed signals from several transmit antennas. The

MMSE equalizer was suggested for equalizing both the ICI and the mixed sig-

nals. Again, since the traditional MMSE approach is impractical, especially for

MIMO systems, new q-tap MMSE equalizer was designed using the ICI prop-

erty described in Chapter 2. Several simulation results confirmed that the q-tap

MMSE equalizer for MIMO-OFDM systems works well under various scenarios.
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Figure 4.2: MSE performance of MMSE equalizers for 2x systems, fdT = 0.1
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Figure 4.3: MSE performance of MMSE equalizers for 4x systems, fdT = 0.1
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Figure 4.4: MSE performance of MMSE equalizers for 2x systems, fdT = 0.2
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Figure 4.5: MSE performance of MMSE equalizers for 4x systems, fdT = 0.2
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CHAPTER 5

Channel Coding for MIMO-OFDM in Fast

Fading Channels

Channel coding for wireless communications equipment with transmit and receive

diversity is a fairly new field of research [15, 16]. Performance limits in terms of

outage capacity are derived in [11] for the quasi-static fading channel, whereas

[17] also covers the capacity for the ergodic fast fading channels.

Space-time trellis codes (STCs) [12,18,19] are well suited for multiple antenna

transmission systems with a quasi-static fading (e.e., block-fading) environment,

but our ultimate aim is to apply coding to OFDM systems [5, 20–22]. We need

to realize that the channel characteristic across subcarriers in OFDM does not

comply with the widely used quasi-static channel model. Adjacent channel coef-

ficients are not independent, but together with frequency interleaving within one

OFDM symbol, the resulting channel characteristics can be approximated by an

independent fast fading channel model.

Obviously, we need to reconsider the channel coding problem in OFDM sys-

tems to make best use of exploitable frequency diversity of the transformed mul-

tipath channel. Multidimensional signal sets are introduced in [23] to increase
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the diversity factor in OFDM. Recent progress has been made for the multiple

antenna case by optimizing STCs for fast fading [24–26] or by applying the idea

of I-Q (inphase and quadrature component) interleaving to STCs [27,28]. We will

not investigate the latter method because it also increases diversity in bit-based

coding [29]. The question remains as to whether or not STCs are an appropriate

channel coding class for MIMO-OFDM systems in fast fading scenarios.

In this chapter we compare STCs and BICM for multiple antenna scenarios

with fast – or at least faster than quasi-static – fading conditions. Then we

combine the channel coding with q-tap MMSE equalizers, designed in the previous

chapter. New decoding metrics are developed to accommodate the channel coding

with the equalizers. The metrics can be used for both STCs and BICM.

5.1 Space-Time Coding

Space-time codes have attracted considerable attention recently [1, 12–14, 18, 19,

24–26,30–38] as a useful approach for increasing the performance of wireless com-

munication systems by using multiple transmit antennas. Information theory has

been used to demonstrate that multiple antennas have the potential to dramat-

ically increase achievable bit rates [39], thus converting wireless channels from

narrow to wide data pipes. Space-time codes realize these gains by introducing

temporal and spatial correlation into the signals transmitted from different anten-

nas without increasing the total transmitted power or transmission bandwidth.

There is in fact a diversity gain that results from multiple paths between the
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base station and user terminal, and a coding gain that results from how symbols

are correlated across transmit antennas. Significant increases in throughput are

possible with only two antennas at the base station and one or two antennas

at the user terminal, and with simple receiver structures. The second antenna

at the user terminal can be used to further increase system capacity through

interference suppression.

STC enjoys several advantages that make it very attractive for high-rate wire-

less applications. First, it improves the downlink performance (which is the bot-

tleneck in asymmetric applications such as Internet browsing and downloading)

without the need for multiple receive antennas at the terminals (which are re-

quired to have low cost and a small form factor). Second, it elegantly combines

spatial transmit diversity with channel coding (as shown in [12]) realizing a coding

gain in addition to maximum diversity gain. Third, it does not require channel

state information (CSI) at the transmitter, and by operating open loop, it elim-

inates the need for an expensive reverse link that may also be unreliable in the

case of rapid channel fading. Finally, it has been shown to be robust against non-

ideal operating conditions such as antenna correlation, channel estimation errors,

and Doppler effects [18].

Successful implementation of STC over multi-user broadband frequency-selective

channels requires the development of novel, practical, and high-performance sig-

nal processing algorithms for channel estimation, joint equalization/decoding,

and interference suppression. This task is quite challenging due to the long delay

spread of broadband channels, which increases the number of channel parameters
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to be estimated and the number of trellis states in joint equalization/decoding,

especially with multiple transmit antennas. This, in turn, places significant ad-

ditional computation and power consumption loads on user terminals. On the

other hand, development and implementation of such advanced algorithms for

broadband wireless channels promises even more significant performance gains

than those reported for narrowband channels due to availability of multipath (in

addition to spatial) diversity gains that can be utilized.

Initial STC research efforts focused on narrowband flat-fading channels [12,

14,18]. Based on the performance measures given in [12,33], optimum quasi-static

space-time convolutional codes are defined in [12] to be those which achieve the

highest coding gain of those codes achieving maximum diversity gain. More

recently, a number of authors have attempted brute-force searches for codes op-

timizing this criterion [35,37,38].

An example of a 2 × 2 STC system is sketched in Figure 5.1. Binary infor-

mation enters the STC, and in each time step, a complex-valued symbol for each

antenna is generated according to a code trellis in such a fashion that the diversity

and/or coding gain is maximized. The signal constellations used in all transmit

antennas are identical and denoted by A. The space-time decoder directly op-

erates on the vector of received signal-space samples to estimate the most likely

transmitted information sequence of binary decisions. Assuming that yj
m is the

received signal at receive antenna j at time m, and αi,j is the channel gain from

transmit antenna i to receive antenna j, the branch metric for a transition labeled
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x1
mx2

m · · · xNt
m is given by [12]

Nr∑
j=1

∣∣∣∣∣y
j
m −

Nt∑
i=1

αi,jx
i
m

∣∣∣∣∣

2

. (5.1)

Using our notations and assuming the channel is quasi-static, (5.1) can be rewrit-

ten as the following compact matrix vector form:

‖ym −Hm,mx‖2 , (5.2)

where ym and Hm,m are defined in (4.14) and (4.15).

In [1], techniques for finding codes optimizing the diversity gain and the coding

gain criterion suggested in [12] are presented. These techniques are based on some

simple upper and lower bounds on coding gain. Also the author in [1] has shown

that the codes found using these techniques have larger coding gain than some

“hand designed” codes given in [12, 18, 19]. As an example, optimum q-state

codes for 2 b/s/Hz with 4-QAM STCs are given in Table 5.1.

5.2 Space-Time BICM

The basic idea of BICM [40] can be extended to multiple antenna transmission [41,

42] to obtain advantages in fast fading channels. Figure 5.2 illustrates an example

of the coding architecture that is used in [41], where again bold lines indicate

complex values, whereas finer lines represent binary values or metrics for them.

In this example, 2 transmit and 2 receive antennas with a 4-QAM constellation

are used. A single convolutional code is used to encode the information bits. The

coded bits are cyclically demultiplexed into the transmit branches, where they
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are bit-interleaved by different-length interleavers, mapped via Gray labeling onto

the signal constellation A used in all transmit branches, and modulated by the

OFDM transmitter. For simplicity of the analysis, let us assume the channel is

quasi-static, i.e. no ICI. Since there is no ICI, the received signal after the OFDM

receiver is given by

ym = Hm,mxm + wm m = 0, . . . , N − 1 (5.3)

where each variable is defined in (4.14) and (4.15). In the receiver, bit metrics

are calculated independently for each bit, ignoring the values of other bits in this

vector. The bit metrics are deinterleaved an multiplexed into one stream, which

is decoded by a conventional soft-input Viterbi algorithm.

The decoding scheme of the SISO BICM system in the previous chapter can

also be extended to the ST-BICM system. Here we need to define the new

extended subset Sc
i , of which the dimension is Nt. The extended subset Sc

i

consists of the subset Sc
i and A. For example, for the 4 transmit antenna system,

Sc
i = Sc

i ×A×A×A (5.4)

Then the bit metric for the ST-BICM is

mnt,i (ym,Sc
i ;Hm,m) = min

x∈Sc
i

‖ym −Hm,mx‖2 ,

c = 0, 1, i = 1, . . . , Nb, nt = 1, . . . , Nt,

(5.5)

where mnt,i, and Nb = log2 ‖A‖ represent the bit metric for nt transmit antenna

at ith bit position, and the number of bits per symbol respectively. Each mnt,i

produces two bit metrics corresponding to the two possible values of the bit, 0
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and 1. Hence the number of bit metrics required at each time m is 2NtNb. The

bit metrics are then deinterleaved, and the branch metrics for the Viterbi decoder

are calculated using the following equation:

m (ym, cm;Hm,m) =
Nt∑

nt=1

Nb∑
i=1

(
1− cnt

m,i

)
mnt,i

(
ym,S

c
nt
m,i

i ;Hm,m

)

+cnt
m,imnt,i

(
ym,S

c
nt
m,i

i ;Hm,m

)
,

(5.6)

where cnt
m,i denotes the binary code for ntth transmit antenna at ith bit position

at time m, and

cm =
(
c1
m,1, . . . , c

1
m,Nb

, . . . . . . , cNt
m,1, . . . , c

Nt
m,Nb

)
, cnt

m,i = 0, 1. (5.7)

Thus the total number of branch metrics required at each time m is 2NbNt .

Since ‖A‖ = 2Nb , the complexity of the bit metric computation is ∼ ‖A‖Nt

and rises exponentially with Nt. An important advantage of ST-BICM over

STCs is large flexibility in terms of antenna reconfiguration, the size of signal

constellation, and code rate. Since ST-BICM uses a single convolutional encoder

with bit-based interleaving, the number of antennas and symbol mapper can

be changed without any difficulties. Also, via the underlying and well-known

convolutional codes, the effective coding rate can be adapted in fine-grained steps

by the use of actual rate-k/m convolutional codes or by puncturing of a mother

code of rate 1/m. On the other hand, STCs require designing new codes when

changing any of these parameters.
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5.3 Channel Coding with q-tap MMSE Equalizer for MIMO-

OFDM

One of the important reasons for employing OFDM in MIMO systems under

frequency-selective fading channels is to avoid a complex equalization problem

which can be greatly lessened or possibly eliminated by OFDM [25]. This is

true as far as the channels are quasi-static, or slowly fading, which is not always

the case. In fast fading channels, the ICI can be the bottleneck for establish-

ing reliable wireless links between transceivers employing MIMO-OFDM. Very

recently [17], investigations have began to consider fast fading scenarios, where

the frequency selective channels are no longer assumed to be quasi-static. Space-

time codes and proper decoding schemes can be an answer to this problem, but

again, these schemes can face very complex equalization or decoding problems.

Single-carrier approaches for frequency selective channels have similar problems.

The previous chapter has shown that robustness of SISO-OFDM systems in

fast fading scenarios can be achieved by the combination of q-tap MMSE equaliz-

ers with BICM. This scheme can also be extended to the MIMO-OFDM systems

as well. Without the equalization, the path metrics for STCs are

MSTC
0 ≡ ‖ym −Hm,mx‖2 , (5.8)

as given in (5.2). Also the bit metrics for ST-BICM are

MBICM
0 = min

x∈Sc
i

‖ym −Hm,mx‖2 , (5.9)

as given in (5.5). In the presence of equalizers, however, M0’s cannot be used
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directly since we need to find the expressions of the metrics using the equalizer

outputs x̂m. The simplest forms are the ones using x̂m instead of ym, so

MSTC
1 ≡ ‖x̂m − x‖2 , (5.10)

MBICM
1 ≡ min

x∈Sc
i

‖x̂m − x‖2 . (5.11)

Examine the equalizer outputs,

x̂m = g(q)
m y(q)

m

= g(q)
m

(
H(q)

m,mxm + w(q)
m

)

= g(q)
m h(q)

m xm + g(q)
m

(
w(q)

m + w(q)
m

′)
, (5.12)

where

w(q)
m

′
= g(q)

m y(q)
m − g(q)

m h(q)
m xm (5.13)

is the residual ICI component after the equalizer, which is assumed as Gaussian

noise. Since

∥∥x̂m − g(q)
m h(q)

m xm

∥∥2
=

∥∥∥g(q)
m

(
w(q)

m + w(q)
m

′)∥∥∥
2

'
∥∥g(q)

m

∥∥2
∥∥∥w(q)

m + w(q)
m

′∥∥∥
2

(5.14)

new metrics are

MSTC
2 ≡ 1∥∥∥g

(q)
m

∥∥∥
2

∥∥x̂m − g(q)
m h(q)

m x
∥∥2

, (5.15)

MBICM
2 ≡ 1∥∥∥g

(q)
m

∥∥∥
2 min

x∈Sc
i

∥∥x̂m − g(q)
m h(q)

m x
∥∥2

. (5.16)
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5.4 Simulation Results

The channels used in the simulations are based on Clarke’s model with expo-

nentially decaying power profile. The number of tones of OFDM is 64, and the

guard interval is longer than the channel delay. A rate 1/2, 32-state convolutional

code is used for ST-BICM, and 32-state STCs given in Table 5.1 is used for STC

system. All systems have 2× 2 antennas with 4-QAM constellation.

Figure 5.3, 5.4 show the BER performance of 2×2 ST-BICM system in quasi-

static Rayleigh fading channels. Examining 5.3, 2×2 with 4-QAM and 1×2 with

16-QAM systems show almost identical error performances, even though transmit

diversity order of 1 × 2 antenna is less than 2 × 2 antenna. This result shows

that the transmit diversity mainly comes from the bit-interleaved codes, not the

number of transmit antennas. This argument, however, may not be true if the

interleaving length is not long enough for the channels to fade independently.

Also examining Figure 5.3, the performance of 2× 1 with 4-QAM is worse than

1 × 1 with 16-QAM, simply due to the lack of receive antenna for 2 × 1 with

4-QAM. Similar results can be found in Figure 5.4, as the error performance of

1× 2 with 64-QAM is very close to the error performance of 3× 2 with 4-QAM.

Figure 5.8 shows the bit-error performance of STCs and ST-BICM in quasi-

static Rayleigh fading channels. As expected, the curve of 2× 2 ST-BICM with

4-QAM is very close to the curve of 1 × 2 ST-BICM with 16-QAM. Overall the

performance of STCs is better than ST-BICM, but they become closer as SNR

increases.
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Figure 5.6-5.8 show the bit-error performance of 2 × 2 STCs and 2 × 2 ST-

BICM with q-tap MMSE equalizer when the normalized Doppler frequency is 0.2.

For M2 curves at 10−5 BER in STCs Figure 5.6, 2.5dB gain is achieved by using

3-tap equalizer, and for 3-tap curves at 10−5, 3dB gain is achieved by using M2.

Examining ST-BICM Figure 5.7, 3-tap equalizer gives 3dB gain for M2 curves

at 10−5, and M2 gives 3dB gain for 3-tap curves at 10−5. Figure 5.8 shows the

comparison between STCs and ST-BICM. Overall, the bit-error performance of

STCs seems to be better in low SNR, but the performance difference between

STCs and ST-BICM become smaller as SNR increases.

5.5 Summary

In this chapter space-time convolutional codes (STCs) and space-time BICM

(ST-BICM) were compared. Both coding schemes can be used for MIMO-OFDM

systems. Decoding methods for STCs and ST-BICM systems under quasi-static

Rayleigh channels were derived. As an extension of Chapter 3, new metrics

for both STCs and ST-BICM systems were suggested, in order to combine the

channel coding with the q-tap MMSE equalizer designed in Chapter 4.

ST-BICM is very flexible in design, in terms of the number of antennas, the

size of signal constellation, and code rate. On the other hand, for STCs, new

codes must be designed to optimize the codes for a particular setup. Overall per-

formance of the STCs is superior to the ST-BICM, but the performance difference

becomes smaller as SNR increases.
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Simulation results showed that, for both STCs and ST-BICM, new suggested

metrics and 3-tap MMSE equalizers provide 2-3 dB gain at 10−5 bit error rate.
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q η from [12] η from [1] GT

4 2
√

8




2 0 1 2

2 2 2 1




8
√

12 4




0 2 1 0 2

2 1 0 2 2




16
√

12
√

32




0 2 1 1 2 0

2 2 1 2 0 2




32
√

12 6




2 0 1 2 1 2 2

2 2 0 1 2 0 2




Table 5.1: Optimum q-state 2 b/s/Hz 4-QAM STCs in [1]
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CHAPTER 6

Conclusion

6.1 Dissertation Summary

Chapter 2,3 present a practical solution for designing a robust OFDM system

in fast fading channels, using a q-tap MMSE equalizer with BICM. Chapter 4,5

suggest a practical method for designing robust MIMO-OFDM systems in fast

fading channels, using a q-tap MMSE equalizer with either ST-BICM or STCs.

Chapter 2 began with the derivation of a mathematical model for OFDM

systems in fast fading channels. An interchannel interference expression and

its properties were presented. As a solution to reduce ICI, a frequency domain

MMSE equalizer was suggested. It was shown that a conventional MMSE ap-

proach is not feasible, due to the large number subchannels of OFDM. Using the

energy localization property of ICI, the complexity of the MMSE equalizer can

be reduced significantly without much performance degradation.

Chapter 3 introduced BICM, which performs better than TCM in Rayleigh

fading channels. The combination of q-MMSE equalizer and BICM was suggested

in order to reduce ICI and achieve large coding gain under fast fading scenarios.
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For the combination, several new bit metrics were suggested. Simulation results

showed the robustness of the suggested schemes.

Chapter 4 extended the equalization method for SISO-OFDM systems to

MIMO-OFDM systems. A new MIMO-OFDM model was derived by extending

the system model described in Chapter 2. As a solution for both combating

ICI and processing mixed signals from several transmit antennas, a q-tap MMSE

equalizer was suggested. Simulation results showed the q-tap MMSE equalizer

works well under various scenarios.

Chapter 5 compared STCs and ST-BICM. Decoding methods for STCs and

ST-BICM systems under quasi-static Rayleigh channels were derived. ST-BICM

offers large flexibility in terms of the number of antenna, the size of signal con-

stellation, and code rate, whereas STCs are required to be redesigned for op-

timization. Overall performance of the STCs is superior to the ST-BICM, but

the performance difference become smaller as SNR increases. As an extension of

Chapter 3, new metrics for both STCs and ST-BICM systems were developed, in

order to combine the channel coding with the q-tap MMSE equalizer designed in

Chapter 4. Simulation results showed that, for both STCs and ST-BICM, new

suggested metrics and 3-tap MMSE equalizers provide 2-3 dB gains at a 10−5 bit

error rate.
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6.2 Future Work

In this thesis it is assumed that the channel state information (CSI) is known to

the receiver. One direction for the future work is to develop channel estimation

algorithms applicable to fast fading channels. Conventional channel estimation

algorithms do not fit into this work, since most algorithms assume the channel

is quasi-static during an OFDM symbol period. To achieve best results from

the MMSE equalizers and the channel coding, channel estimation cannot be ne-

glected.

Even though the combination of the equalizers and codes show very robust

performance in fast fading channels, it is not the best solution for all fast fading

scenarios. Not only the trade-off of parameters for the equalizers and codes, but

also adapting the system parameters, such as the number of OFDM tones N , is

important. For example, when the channel is more time-selective than frequency-

selective, it is good idea to use single carrier systems instead of OFDM, in order

to avoid severe ICI impairments It would be interesting to see how to formally

characterize the system design in a given wireless channel condition.
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