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ABSTRACT OF THE DISSERTATION 

Cooperative Communications among Wireless Sensor Networks 

by 

Yung-Szu Tu 

Doctor of Philosophy in Electrical Engineering 

University of California, Los Angeles, 2003 

Professor Gregory J. Pottie, Chair 

This dissertation addresses communications in the physical layer among wireless sensor 

networks, where a clock and an antenna are associated with one sensor. In this configura-

tion, to achieve better performance, we can organize multiple sensors to communicate 

cooperatively. Research issues include synchronization, sensor motion, and local com-

munication. In the scenario with multiple transmit antennas and one receive antenna in 

the AWGN channel, the coherent transmission approach adjusts the phase of transmit 

clocks so that signals combine coherently in the medium at the receive side. This requires 

phase-level synchronization, pre-compensation and its estimation. We propose a system 

to achieve this. The distribution of the phase offset for perfect combining is determined. 

We show the benefit of coherent combining, and the optimal power distribution between 

synchronization overhead and data transmission. We also devise a scheme to deal with 

motion of the receive antenna. In the analysis, we include the effects of the Doppler, for-

ward and backward medium disturbances. The time correlation of the phase process as-

sociated with combined signals is explored. It is shown that coherent transmission is still 

beneficial. 
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 When there are many stationary unsynchronized transmit antennas, the perceived 

channel depends on the phase relationships. We relate the channels having different phase 

relationships, and show the channel capacities are identical. The channel decomposition 

and the water-filling algorithm to achieve this capacity can be fixed as long as the phases 

of signals are compensated at baseband. The relationship between two channel decompo-

sitions with different phase statuses is also derived. 

 For the 3-node wireless network, we consider all communication power consump-

tion. Initially, each information stream is divided into the relay-path and direct-path sub-

streams. Two concepts are used in the derivation of achievable rate regions. Scenarios 

considered include: two sources and one common destination, one source and two desti-

nations, and two sources and two destinations with four streams, for various normalized 

noise power conditions. Generally speaking, for a specific stream, if the third node is 

closer to the source, it should help transmission of the direct-path substream using co-

herent combining.  
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Chapter 1 

Introduction 

As sensor technology advances, the widespread deployment of sensor networks is envi-

sioned to occur in the near future. They will carry out diverse tasks in a distributed fash-

ion. Examples include security and health monitoring, over large numbers of sensors and 

large geographic areas for which centralized approaches are ill-suited. On the contrary, 

this can be easily achieved if numerous sensors are spread out in the area of interest, so 

that there will always be a sensor in close proximity to a source. 

 Sensor networks thus alleviate the data collection problem, but pose new challenges 

and opportunities for communications. Compared with the centralized network, the no-

tion of the distributed network is that several low-complexity and low-cost nodes are em-

ployed to perform data collection tasks which a complicated and expensive central node 

cannot accomplish. The collected information has to be brought together for further 

processing or storage. The low complexity of sensors implies the scarcity of energy. Be-

cause communication performance degrades as transmission power is reduced, a single 

node in a distributed network cannot achieve the communication performance which the 

center node in a centralized network can achieve. On the other hand, we observe that 

there are several sensors in this scenario, and we may take advantage of this fact. They 

may cooperate to enhance the communication performance. We use the term cooperative 

communications to emphasize the cooperation among sensors. Although this type of 
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communications is motivated by the low-power sensor networks, it can also be used for 

other distributed networks which are not power-constrained because the communication 

quality scales well with power consumption. In other words, even if the power constraint 

on each sensor is on the order of that on the center node in a centralized network, coop-

erative communications may further improve the communication performance. 

 Cooperative communications is different from ordinary multiple input multiple out-

put (MIMO) communications. In MIMO, because transmit antennas are co-located (as 

are receive antennas), some requirements for multi-antenna systems are satisfied auto-

matically. Among them, we address the issues of synchronization and information sharing. 

The phases, timings, etc. of signals are dictated by the oscillator. They are assumed to be 

synchronized among antennas when antennas are co-located, because they are derived 

from the same oscillator. In sensor networks, synchronization cannot be taken for granted 

since each node has its own oscillator. Similarly, information sharing in ordinary MIMO 

communications is not a concern because it can be achieved through short-range wired 

communications. However, in sensor networks, information sharing among sensors is 

actually wireless communications. Thus, the power consumption is not trivial. In this re-

spect, most sensors act as both the transmitter of some communication links and the re-

ceiver of others. In this dissertation, we will investigate the influences on communica-

tions when these expediencies are removed.   

 In Chapter 2, we consider the sensor network with multiple adjacent sensors and a 

remote stationary receive antenna. We determine that the coherent combining approach 

can boost the channel capacity. We devise a scheme to achieve coherent combining be-
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yond synchronization. We neglect the communications among sensors in this scenario 

because they are so close that communication effort is negligible compared with the ef-

fort to communicate with the remote receive antenna. After analyzing the delay process 

of this scheme, we derive the influence of white Gaussian noise on it, and explore how 

much power should be sacrificed from information transmission and spent on synchroni-

zation for the purpose of cooperation.  

 In Chapter 3, we extend our work from Chapter 2 and assume the receive antenna is 

moving in a known orbit. We modify our communication scheme and the block diagram 

of the transmit antenna for this situation. Several additional imperfections, including the 

Doppler, medium disturbance, etc., are taken into consideration, and an analysis proce-

dure is proposed. The optimal power distribution between information signals and syn-

chronization signals is then numerically derived for a specific design example.  

 In Chapter 4, we consider stationary single-hop MIMO communications without 

synchronization. In other words, we suppose the synchronization in the ordinary MIMO 

communications with Gaussian channels does not hold. It is revealed that the channel 

capacity under the assumption of synchronization can still be achieved in this situation 

through signal processing. The only requirement is the knowledge of the synchronization 

offset. Although this knowledge is also required in the process of synchronization, by us-

ing this signal processing, we can remove the procedures of synchronization beyond that 

of acquiring of synchronization offset. Alternatively, if a new channel decomposition is 

made based on the new synchronization status, we also derive the relationship between 

the old and the new channel decomposition.  
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 In Chapter 2 and 3, we neglect the power consumption of all local communications 

among transmit antennas by assuming they are very close to each other. In Chapter 5, we 

remove this assumption and consider a wireless network of three nodes. The famous and 

most simple example in this category is the relay channel[1]. This channel includes an 

information source, a destination, and a relay node that helps the transmission from the 

source to the destination. The capacity for this channel has, however, not yet been deter-

mined. Although an achievable rate region has been proposed, the converse of the capac-

ity statement has not yet been proved. This channel includes only one information stream. 

We explore scenarios with multiple information streams. After revising the scheme[16] 

proposed by Sendonaris et al., we extend the study of the achievable rate regions to sce-

narios with more information streams and various relationships among noise power. 

 In Chapter 6, we present our conclusions and suggestions for further research. 
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Chapter 2 

Stationary Multiple-to-One Coher-

ent Cooperative Communications 

2.1 Introduction 

In the context of fading channels, the use of multiple antennas has been demonstrated to 

provide antenna diversity (also referred to as space diversity), which dramatically en-

hances system performance and channel capacity[4][7][17]. Compared with additive 

white Gaussian noise (AWGN) channels, the problem with fading channels, in terms of 

error probability, comes from the extra random attenuation of the path gain. When the 

channel is in deep fading, the path gain declines and consequently the error probability 

deteriorates given the same noise level. When the error probability is averaged over the 

whole possible range of path gains, the poor performance in deep fading dominates. With 

multiple antennas, we can take advantage of the randomness of the fading. The likelihood 

that all channels are in deep fades is less than the likelihood that a single channel is in a 

deep fade. In other words, if one channel is in a deep fade, the information may still be 

conveyed through other channels.  

In future planetary exploration or terrestrial monitoring, it is desired to deploy large 
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numbers of ground sensors, and consequently an opportunity will exist to employ multi-

ple transmitters cooperatively. The information collected from all sensors often has to be 

brought together at a hub. Two sensors that are far from each other may also need to ex-

change information. Due to the distance-squared wave propagation loss, communication 

through multiple short-distance hops is preferable to a single long-distance hop. However, 

the situation may be that these relays are not present and there are several sensors in the 

vicinity of the information source. The in-situ communications on Mars is an example. A 

Mars orbiter may be chosen as the hub. The altitude of the orbiter is on the order of a 

hundred kilometers, and the distance between sensors may be on the order of kilometers, 

but there is no relay between the orbiter and the Mars surface. Here, communication cost 

between sensors is insignificant, compared with communication cost between sensors and 

the orbiter. With cooperative communications, information is first shared among a cluster 

of neighboring sensors and then sensors in this cluster cooperatively convey the informa-

tion to the destination, in this example the orbiter, using all resources for these sensors to 

achieve lower error probabilities or higher data rates. Among all resources, the energy is 

of the most concern. The reason is that there is no infrastructure to provide energy to 

sensors, while energy contained in sensors is limited because the size of sensors is small. 

On the other hand, transmission from the satellite is less constrained as solar energy can 

be more cheaply generated. Therefore, the most challenging link is from the multiple 

sensors to the satellite. 

 For this situation, we assume the channel is the AWGN channel. Line of sight (LOS) 

paths exist between sensors and the satellite, and there are few scatterers. Under this as-
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sumption, the transmit diversity techniques can still apply but the improvement is not as 

substantial as for fading channels because these techniques are originally designed in 

view of the shortcomings of fading channels.  

 Another difference is the volatility of channels. Among these techniques, channel 

state information (CSI) is estimated by receive antennas, which are the satellites in our 

example, and used for detection and decoding. However, CSI is not fed back to the 

transmit antennas, which are the sensors in our example, for the purpose of coding and 

modulation. If the channel is changing fast, it is indeed useless to feed back CSI, adap-

tively code and modulate. Since we consider AWGN channels, the only CSI variation 

comes from the distance between transmit and receive antennas, and we assume the 

channel changes so slowly that the transmit antennas can exploit the CSI feedback.  

2.2  Coherent Cooperative Transmission 

Here, we focus on the single receive antenna configuration. One technique to exploit en-

ergy stored in separate transmit antennas is to adjust all EM waves so that waves emitted 

from each transmit antenna combine coherently at the receive antenna. Figure 2.1 illus-

trates this wave addition for the configuration of two transmit antennas. If the waves are 

of the same amplitude and perfectly coherent, the amplitude of the received wave is twice 

the amplitude of each component wave. 

 This leads to increased channel capacity. For the AWGN channel, the channel capac-

ity is  

( )0log 1 /( )avC W P WN= +
,
 (2.1)
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Figure 2.1: EM waves from two transmit antennas combine coherently at the receive an-
tenna. 

where W  is the bandwidth in Hertz, 0N  is the one-sided power spectrum density, and 

avP  is the average received power. When each antenna transmits its own information in-

dependently, avP  is equal to the summation of each transmission power times individual 

attenuation. Assuming identical attenuationα , identical transmission power txP , and N  

transmit antennas, then avP  is equal to txNPα . In contrast, if signals combine coher-

ently 

( )2 2 ,av tx txP N P N Pα α= =  (2.2)
which increases with the square of the number of transmit antennas.  

2.3  System Architecture 

To achieve this purpose, the received carrier frequencies, the carrier phases, and the 

symbol timings of all EM waves have to be the same when received by the receive an-

tenna. As clocks are triggered by oscillators, the instantaneous phase of the oscillator of 



 

 9

an antenna can be precisely determined by the time scale at that antenna. There are two 

network synchronization approaches[12] to be considered: mutual synchronization and 

master-slave synchronization. We will discuss which approach is better for our purposes. 

In addition, pre-compensation for the trip delays must be incorporated at transmit anten-

nas.  

 The master-slave synchronization fits our objective better than the mutual one. With 

mutual synchronization, each clock collaborates with other clocks to determine the com-

mon time scale. This approach is preferred when no clock is superior to others and the 

robustness of the common time scale, with respect to the drift of any clock, is very crucial. 

However, there are two drawbacks. First, considerable overhead, which consumes energy, 

is required for clocks to cooperatively determine the common clock scale. Secondly, a 

multiple access scheme must be employed to differentiate one clock from the other in the 

process of coordination. Our goal is to align all EM waves coherently at the receive an-

tenna with little extra energy consumption. Whether the common time scale is robust 

does not directly relate to the energy consumption of communications. Thus, we choose 

the master-slave synchronization approach. Once each slave clock keeps track of the 

variation of the master clock well, the clock drift is not an issue. The question of which 

antenna is the appropriate master will be discussed later. 

 Pre-compensation is required for each transmit antenna to compensate for unequal 

propagation delays. In the area of network synchronization, the propagation delays from 

the master clock to the slave clocks are compensated either in the master clock in ad-

vance or in the slave clocks afterward, so that at any point in time, all clocks have the 
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same time scale. However, our objective is more than that. We desire all waves to arrive 

at the receive antenna coherently. This is similar to the time requirements for the time di-

vision multiple access in satellite communications, where signals from transmit antennas 

must arrive at the satellite at specified time points. If the delays from all transmit anten-

nas to the receive antenna were the same, the consequence would be just a time shift of 

the time scale, and all signals could arrive coherently. However, because the delays are 

actually different, clocks in transmit antennas have to be pre-compensated to account for 

different propagation delays from the transmit antennas to the receive antenna. Thus, the 

delays from the master to the slave clocks have to be compensated, and the delays from 

the transmit antennas to the receive antenna must be pre-compensated. 

 Two types of the combination of master-slave synchronization and 

pre-compensation have been investigated in [9]. The first type is the open-loop approach. 

For a master-slave pair, both master and slave antennas transmit their clock scales to each 

other. Based on the clock scales of the incoming wave and the local antenna, the clock 

difference and pre-compensation are constantly calculated cooperatively by the master 

and the slave antenna. The slave clock accordingly updates its clock and 

pre-compensation by changing delay, while the master updates the pre-compensation only. 

The slave clock makes no effort to adjust its oscillator frequency in response to the clock 

difference. If the master and the slave oscillator frequencies are off by a large amount, the 

clock difference will increase rapidly after updates, and this will result in poor synchro-

nization. The second type is the closed-loop approach. The slave clock is a volt-

age-controlled oscillator (VCO). The error signal is the clock difference mentioned above, 
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and this signal is used to adjust the VCO frequency, rather the delay as in the open-loop 

approach. The problems with this approach are the stability and the tracking ability. 

Unlike ordinary phase-locked loops, this loop includes two significant delays, one in the 

master-to-slave transmission and the other in the slave-to-master transmission. Because 

the delay is so huge, to keep the loop stable, the loop bandwidth must be narrow, and the 

tracking ability will be reduced. 

 Our approach is illustrated in Figure 2.2. It employs a VCO at the slave antenna to 

track the master clock frequency which is received at the slave antenna, and the phase 

comparison is done locally. Thus, we avoid the problem due to long propagation delay as 

in the closed-loop approach, while slave clocks can track the frequency of the master 

clock.  

 Compensation for the master-slave propagation delay is implemented jointly with 

the pre-compensation for transmit-receive propagation delay, as illustrated in Figure 2.3. 

If we wanted to equalize all time scales, we would have to compensate slave clocks for 

the master-slave propagation delay by using delay elements, and this would require a 

multiple access scheme among slave antennas and a lot of signaling to determine the 

amount of compensation. Since what matters is whether waves arrive at the receive 

 

Figure 2.2: The diagram of our master-slave synchronization. 
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Figure 2.3: The diagram of compensation and pre-compensation. 

antenna coherently, this master-slave propagation delay compensation can be combined 

with transmit-receive propagation delay pre-compensation. Note that the clock of the 

transmit antenna can be a master or a slave clock. The time difference measured at the 

receive antenna is the sum of both master-slave and transmit-receive propagation delays, 

and they are indistinguishable. This value is modulated, fed back, demodulated, and used 

in the single delay element. We assume that the receive antenna is moving slowly so that 

it can be viewed as stationary during the interval between pre-compensation estimation 

and coherent combining, while the value of pre-compensation has to be estimated and 

updated periodically. The new estimate is based upon the signal which is delayed by the 

previous pre-compensation estimate. Thus, this new estimate can be considered the ad-

justment to the previous estimate. 

We choose the master clock based on the criterion of low energy consumption. The 

information for pre-compensation has to be modulated by the oscillator of the receive an-

tenna, and fed back to the transmit antenna. The clock of the receive antenna can act as 

the master clock without consuming any extra energy since the time scale can be embed-

ded in the carrier phase and the symbol boundary. In order to extract the time scale, the 

slave clocks have to remove the information sequence[14].  
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Figure 2.4: The block diagram of the receive antenna with the master clock. 

 Based on the preceding discussion, the block diagrams of the receive antenna with 

the master clock and the transmit antenna with the slave clock are illustrated in Figure 2.4 

and Figure 2.5. The double line represents in-phase and quadrature components. 

 The time scale of the master clock is conveyed through a pseudo-noise (PN) se-

quence and the phase embedded in the continuous sinusoidal carrier. They work in a 

complementary way. The phase of the sine wave changes faster than the PN sequence. 

Thus, it can provide more precise timing. However, there is a severe 2π  ambiguity 

problem. The period of the PN sequence is much longer, so it can solve this ambiguity.  

On the other hand, since the chip rate is lower than the frequency of the sinusoidal 

carrier, the timing resolution is limited. By multiplying the PN sequence by the sine wave, 

precise time scale without ambiguity can be realized and transmitted to all slave clocks. 
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Figure 2.5: The block diagram of the transmit antenna with the slave clock. 

Each slave clock uses a phase-locked loop and a delay lock loop to maintain synchronism 

with the carrier and the PN sequence respectively.  

In order to estimate the individual pre-compensation values for each transmit an-

tenna, every transmit antenna has to transmit its time scale back to the satellite. We also 

use the combination of PN sequence and sinusoidal carrier to represent the time scale. To 

avoid interfering with the frequency band occupied by the downlink, i.e. from the master 

to the slave clocks, the carrier frequency of this synchronization signal is shifted to an-

other frequency band, while this new carrier must be derived from the retrieved carrier so 

that the feedback pre-compensation estimate can correspond to the retrieved time scale. 

To achieve this, a frequency multiplier or a divider is inserted after the output of the PLL. 

Additionally, the receive antenna must be able to differentiate synchronization signals 

from different transmit antennas. In other words, a specific multiple access scheme must 

be employed. DS-CDMA and TDMA are good choices for this purpose. The advantage of 
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these two schemes over FDMA is that all transmit antennas use the same carrier fre-

quency, which is required in the coherent transmission. Therefore, the phase 

pre-compensation value can be used directly in coherent transmission without any con-

version. We use DS-CDMA in Figure 2.4 and Figure 2.5 as an illustration because we 

would like to point out a crucial point for DS-CDMA: there must be two PN sequences 

multiplied together, just as in IS-95[11]. If only one sequence were used, since the dif-

ferent propagation delay affects the phase of the received PN sequence, there would be no 

way to distinguish transmit antennas. Thus, both long PN and short PN sequences are 

employed.  

At each transmit antenna, both information and synchronization signals are trans-

mitted. Synchronization signals are used to perform the above operations to achieve syn-

chronization. Information signals contain the information to be conveyed from transmit 

antennas to the receive antenna. These two kinds of signals are multiplexed in the time or 

code domain, while the timing and the phase references are shared. Information signals 

from all transmit antennas occupy the same channel in the time or code domain. Because 

of the operations described above, information signals are received at the receive antenna 

coherently. 

2.4 Mathematical Model 

Assuming that the information signal and the synchronization signals are time multi-

plexed, at the receive antenna the received information signals from all transmit antennas 

are combined as 
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1

2
cos( ) ( ( / )),

N
b

n n n n n ni M b
n i b

E
b t h t iT k T

T ωα ω θ ω
∞

= =−∞

+ +Θ ⋅ − + +Θ∑ ∑  (2.3)

where 1ib = ±  is the information bit, nα  is the attenuation, 
b
E  is the bit energy, nω  

is the carrier frequency, 
M
θ  is the phase of the master oscillator, nΘ  is the phase offset 

and also a random process, ( )h t  is the pulse, 
b
T  is the symbol duration, nk  is an in-

teger, and Tω  is the period of the carrier. /n n nk Tω ω+Θ  represents the time offset. It 

is assumed that 1   n nα = ∀ ,   n nω ω= ∀ due to the operation of the PLL, 

    nk k n≈ ∀  which means the chip offset estimation and pre-compensation track the 

channel dynamics very well. /n nωΘ  is insignificant, compared with the support of 

( )h t . Thus, ( ( / ))s n n nh t iT k Tω ω− + +Θ  is almost the same for all transmit antennas, 

at any point in time. Therefore, only cos( )n ntω +Θ  is of concern. 

2.5  Performance Analysis 

While the pre-compensation estimate is updated periodically, we assume that the propa-

gation delays are constant during the interval from when they are estimated to when sig-

nals are coherently combined in the receive antenna. We assume all transmit antennas are 

independent from each other. Thus, nΘ ’s are independently identically distributed. The 

components in nΘ  are determined by analyzing the procedures of coherent transmission, 

as listed in Table 2.1. At time 1t , the phase of EM wave which the slave clock n  tracks 

is 
M
θ  plus the phase offset nϕ  due to the propagation delay. The slave clock bounces 

back the time scale with the PLL phase error , 1( )e n tθ  and the present pre-compensation  
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Table 2.1: Time Flow of Coherent Transmission 

Time  Action Receive Antenna Transmit Antenna n

always The master clock transmits the time 

scale  

cos( )
M M
tω θ+   

1t   The slave clock n receives the time 

scale 

 cos(

)
M

n

tω θ

ϕ

+

+  

1t  The slave clock n bounces back the 

time scale 

 

, 1

cos(

( ) )
nM

e n est

t

t

ω θ ϕ

θ θ

+ +

+ +

2t  The receive antenna (master clock) 

receives the bounce , 1

cos(

( )

)

M

n e n

nest

t

t

ω θ

ϕ θ

θ ϕ

+

+ +

+ +  

 

2t  The receive antenna estimates the 

new phase pre-compensation 

2

, 1

, 2

( ) 2

( )

( )

nest

e n est

e n

t

t

t

θ ϕ

θ θ

φ

=

+ +

+  

 

3t  The receive antenna feeds back the 

estimate 

  

4t  The transmit antenna n (slave clock) 

receives the new estimate, and 

transmit information data 

 

, 4

2

cos(
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( ))

M

n e n
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t

t

t

ω θ

ϕ θ

θ θ

+

+ +

+ −  

5t  Waves are coherently combined, and 

received by the receive antenna , 4

2

cos(

2 ( )
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M

n e n
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t

t

t

ω θ

ϕ θ
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+
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estimate estθ . Owing to the propagation delay again, the phase received by the receive 

antenna is further shifted by nϕ  at time 2t . The receive antenna estimates the phase 

pre-compensation with phase error , 2( )e n tφ . The new estimate 2( )est tθ  is sent back to the 

transmit antenna n , and subtracted from the old estimate estθ . At time 4t , the transmit 

antenna transmits information data to be combined coherently with the master clock 

phase mθ , the phase offset nϕ , the PLL phase error , 4( )e n tθ , and the updated 

pre-compensation 2( )est est tθ θ− . Therefore, the EM wave arrives at the receive antenna 

with phase 

, 4 2

, , ,4 1 2

2 ( ) ( )

( ) ( ) ( ).
n e n est estM

e n e n e nM

t t

t t t

θ ϕ θ θ θ

θ θ θ φ

+ + + −

= + − +
 (2.4)

The probability density function (pdf) of , ( )e nθ ⋅  is derived in [21] by solving the Fok-

ker-Planck equation 

,
,

0

exp( cos( ))
( ) ,

2 ( )
e n

e nP
I

η θ
θ

π η
=

 

(2.5)

where η  is the signal to noise ratio in the phase-locked loop. Assuming , 4( )e n tθ  and 

, 1( )e n tθ  are independent, after some manipulation, the pdf of , ,4 1( ) ( )e n e nt tθ θ−  is  

, ,0 4 1
, , 24 1

0

[| exp( ( ( ) ( ))) |]
( ( ) ( ))

2 [ ( )]
e n e n

e n e n

I j t t
P t t

I
η η θ θ

θ θ
π η

+ −
− = , (2.6)

where 0( )I ⋅  is the first kind Bessel function with order 0 . The pdf of , 2( )e n tφ  is de-

rived in [15]. Actually, independence is the worst case. If they are not independent, we 

can take advantage of their correlation to reduce the estimation error. The extreme is 

when their correlation is 1 . Then, the error is equal to 0 .  

 To investigate the effect of energy distribution between information and synchroni-
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zation signals, information data is divided into groups of D  symbols, and the synchro-

nization signal, which is used for pre-compensation estimation and also called the header, 

is appended to form a packet of P  symbols. The energy per symbol is identical in both 

parts. Then, the pdf of , 2( )e n tφ  can be written as  

2
0 ,

0

sin ( )

, , ,
0 0

2
( ) cos( ) cos( ) ,

2

b
b

e n

DE H
DE HPN

b bPN
e n e n e n

DE H DE HeP e
PN PN

φ
φ φ φ φ

π π

−   = + ⋅    
 (2.7)

where H P D= − , 
b
E  is the total energy consumption per packet per transmit antenna 

divided by the number of information bits in a packet, 0N  is the one-sided noise spec-

trum density, and  

2

2
1( ) .
2

x w

x e dwφ
π

−

−∞

= ∫
 

(2.8)

Then, the pdf of nΘ  is determined numerically. The pdf’s of random variables ,e nθ , 

, ,4 1( ) ( )e n e nt tθ θ− ,  ,e nφ ,  and nΘ  are plotted in Figure 2.6 when 10dBη = , 

0/ 0
b
E N dB= , 20P = , 5D = . It is obvious that as more and more phase errors are 

included, the pdf becomes wider. It goes without saying that as η  and 0/
b
E N  increase, 

their corresponding pdf’s become narrower. The pdf’s of different allocations between 

D  and H  are plotted in Figure 2.7. In (2.7), the appearance of D  and H  is sym-

metric, and thus the extremum occurs when D  is equal to H , i.e., 10 given 20P = . 

Figure 2.7 also demonstrates this extremum in the sense that the pdf is the sharpest. If the 

energy per symbol is fixed for different header sizes, the larger header size will have the 

sharper pdf. However, what is fixed are the packet size and the energy per information 

symbol after averaging over the whole packet. When more symbols are allocated for the 
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Figure 2.6: The pdf’s of several random variables. 

header, fewer symbols remain for the information, and thus there is less energy per packet, 

given the fixed energy per information symbol. This reduced total energy is shared by 

information and header symbols, and thus energy per symbol is also decreased. Conse-

quently, a larger header size does not guarantee higher energy for estimation. The highest 

energy occurs when D  is equal to H . The effect of changing P  can also be predicted. 

Whenever D H⋅  appears in the numerator, P  appears in the denominator. The extre-

mum occurs when D H⋅  is minimum. Hence, as P  increases, the pdf becomes 

sharper, as demonstrated in Figure 2.8.  

 The received information signals are downconverted to baseband using the local os-

cillator associated with the master clock. Thus, the sampled signal amplitude after the  
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Figure 2.7: The pdf’s of different header sizes. 

matched filter is the summation of the cosine of nΘ . The distribution is obtained nu-

merically and plotted in Figure 2.9 for 10dBη = , 0/ 0
b
E N dB= , 20P = , and 

10D = . When one transmit antenna is considered, the pdf is very sharp. As more and 

more antennas are involved, the pdf becomes smoother and more like a Gaussian function. 

Nevertheless, it is obvious that the mean value increases with the number of transmit an-

tennas. In Figure 2.10, we plot the pdf of the amplitude for various header sizes given 

20P = . For the optimal header size, i.e. 10H = , the pdf is the sharpest, and has the 

highest mean value.  

 The estimate is updated per packet. The combined signal is demodulated at the re-

ceive antenna. Assuming BPSK is employed, the bit error rates for various header sizes 
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H  are depicted in Figure 2.11. We pointed out that the optimal energy allocation for 

phase estimation occurs when the sizes of the header and the information are equal. 

However, the error rates are not symmetric in Figure 2.11. The minimum error probabil-

ity does not happen at the optimal symbol allocation point. From Figure 2.7, we observe 

that the difference of pdf’s between different header sizes around the optimal allocation is 

not huge. We can trade phase estimation accuracy for higher energy per information 

symbol. When the header size is slightly smaller than the optimal size, the benefits from 

higher energy for information symbol transmission overcome the deteriorated phase es-

timation accuracy in terms of symbol error probability. 

 The performance of coherent combining is also compared with other approaches 

with the same power consumption for a fixed number of transmit antennas. In the first 

configuration, power in all transmit antennas is concentrated on one transmit antenna, and 

thus coherent combining cannot be realized. In the second configuration, we assume that 

perfectly coherent combining is achieved magically without any energy dedicated to 

achieve synchronization. The results are demonstrated in Figure 2.12. For the curve 

without coherent combining, there is only one transmit antenna, whereas the power 

consumption grows linearly with the number of transmit antennas. For each packet size, 

the curves for our scheme are obtained with the optimal energy allocation between the 

header and information sizes. Obviously, the curve with perfectly coherent combing 

outperforms other curves significantly because the phases are perfectly aligned without 

any energy consumption for synchronization. When few sensors are involved, the 

transmission without coherent combining is better than our coherent combining scheme 

because there is no energy dedicated to accomplish synchronization. After more sensors 
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is no energy dedicated to accomplish synchronization. After more sensors are considered, 

the benefit of coherent combing overcomes this energy penalty. With the larger packet 

size, the error probabilities decrease because more energy per packet is available for 

phase estimation if a fixed portion of 
b
E  is allocated for the header. From another point 

of view, if a fixed amount of energy in each packet is allocated to achieve identical per-

formance of phase estimation, with larger packet sizes, each information symbol is re-

quired to sacrifice less energy, and thus a lower error probability is achieved. Practically 

speaking, however, if the packet size is too large, the channel cannot be considered sta-

tionary within the packet, and the update of phase pre-compensation estimation is not 

frequent enough. 

2.6 Conclusion 

We have proposed a transmission scheme for the setting where transmit antennas are in 

the vicinity while the single receive antenna is at a distance. By adjusting the carrier 

phase, frequencies, and symbol timings of transmit antennas, signals arrive at the receive 

antenna coherently, and thus combine constructively in the transmission medium. The 

adjustment is achieved by tracking the clock of the receive antenna, and 

pre-compensating transmission delays. Based on the mathematical model, we compute 

the system performance for the cases of the stationary and the non-stationary receive an-

tenna. It is verified that this scheme can lower the error rates, compared with the situation 

where the same amount of energy emanates from a single transmit antenna. An optimal 

energy distribution between information and synchronization signals is observed. 
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Figure 2.8: The pdf of phase estimation error for different packet sizes, with equal infor-
mation and header sizes, 0/ 0
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E N dB=  per sensor, 10dBη = .  
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Figure 2.9: Pdf’s of the summation of cos( )nΘ  
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Figure 2.10: The pdf of the amplitude of the sampled received information signal, 

20P = . 

 

 

 

 

 



 

 27

 

 
 
 
 
 
 
 
 

2 4 6 8 10 12 14 16 18
10-10

10-8

10-6

10-4

10-2

100
Performance of coherent transmission, Eb/N0=0dB per sensor, η=10dB, P=20

er
ro

r p
ro

ba
bi

lit
y

number of header symbols

1 sensor
2 sensors
3 sensors
4 sensors
5 sensors
6 sensors
7 sensors
8 sensors
9 sensors
10 sensors

 
Figure 2.11: The error probabilities for various header sizes and numbers of transmit 
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Chapter 3 

Non-stationary Multiple-to-One 

Coherent Cooperative Communica-

tions 

3.1 Introduction 

In the last chapter, we assumed that the transmit antennas and the receive antenna were 

planned to be stationary. The purpose of recurrent pre-compensation estimation was just 

to rectify unpredictable drifts. However, there are situations where the receive antenna is 

moving in a known orbit. For example, the Mars orbiter may circle around Mars, rather 

than being geo-stationary[5] with respect to Mars. In this situation, from the point of view 

of the transmit antennas, the receive antenna, i.e. the orbiter, is non-stationary. Thus, the 

value of correct pre-compensation for coherent combining is changing. In this chapter, 

we revise our scheme for the stationary receive antenna in order to counteract this im-

pediment. Finally, we analyze the system linearly and obtain the optimal power 

distribution numerically. 
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3.2 System Architecture 

The consequence of the receive antenna’s movement is that all propagation delays from 

transmit antennas to the receive antenna keep changing. In order for coherent transmis-

sion to occur, one approach is to estimate and update the pre-compensation value more 

frequently.  

 For the situation of the stationary receive antenna, the operations of 

pre-compensation estimation and update work alternatively. In other words, new estima-

tion can take place only after the previous pre-compensation estimate is used by the 

transmit antennas and the signal compensated by this estimate is sent back to the receive 

antenna. The time duration of one round of operations is lower-bounded by the round-trip 

propagation delay. Thus, a closed loop is circumvented. If a closed loop were formed 

between the receive antenna and any transmit antenna, the loop would become unstable 

easily because the loop delay, which is the round-trip propagation delay here, is enor-

mous. Yet avoiding a closed loop seems to place a constraint on the highest rate of 

pre-compensation update.  

 To deal with this dilemma, we use the pre-compensated clock for information sig-

nals and the un-pre-compensated clock for synchronization signals at transmit antennas. 

Pre-compensation estimates are computed from un-pre-compensated signals and applied 

to un-pre-compensated signals in return. There is no dependency on old estimates and 

thus it is not required for the new estimation to wait for the execution of the last estimate. 

Therefore, the open loop architecture is maintained, while estimation and 

pre-compensation can be performed without the rate constraint. The block diagram of the 
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transmit antenna is shown in Figure 3.1. Compared with the block diagram in the last 

chapter, one multiplexer is added to toggle between pre-compensated and 

un-pre-compensated clocks. In other words, both information and synchronization signals 

are transmitted and time-multiplexed. The information signal employs the 

pre-compensated time scale. Information signals from all transmit antennas occupy the 

same time slot and because of the operations described above, these signals combine co-

herently when received by the receive antenna. The block diagram of the non-stationary 

receive antenna is identical to that of the stationary receive antenna. 

Another problem resulting from the non-stationary receive antenna is the Doppler 

shift. Because of the different Doppler shifts observed by slave clocks, i.e. transmit an-

tennas, the frequencies that they track are not the same. Nevertheless, these frequencies  

Figure 3.1: The block diagram of the receive antenna with the master clock. 
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are more confined, compared with situations without this synchronization. 

3.3 Performance Analysis 

Since the modification is on the procedure of estimation and pre-compensation, the 

mathematical representation of transmitted information signals is the same as in the last 

chapter and the phase error still comes from the difference between pre-compensation 

estimates and the perfect pre-compensation values when signals are coherently combined.  

 The whole procedure is decomposed into blocks in Figure 3.2. In addition to the 

white noise considered in the estimation and the phase-locked loops, we also take into 

consideration Doppler, time dilation[19], and medium noise[22]. When the object is 

moving at high speed, the effects of special relativity are not insignificant. The effect that 

is relevant to our analysis is time dilation. The medium noise means the effect of the dis-

turbance of the medium on the propagation delay of EM waves. Both the transmissions 

from the satellite forward to the sensor and from the sensor back to the satellite experi-

ence this kind of disturbance. Their power spectrum densities are denoted by ,m fS  and 

,m bS , respectively. The reason that the medium noise blocks are placed closer to the PLL  

Figure 3.2: The block diagram for coherent combining analysis. 
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block than the Doppler and time dilation blocks is as follows. First, they come from the 

same medium. Thus, both noise blocks are in the same time reference and should be 

placed at the same side, either the right or the left side, of Doppler and time dilation 

blocks. Secondly, they are placed on the right side of the medium because they are rela-

tively stationary with respect to the sensors, so it is more intuitive to place them close to 

the sensor PLL block. 

The dash-lined box in Figure 3.2 can be further decomposed as in Figure 3.3. '( )n t  

is the angular phase disturbance, defined in [13, (3.2-3)]. This random process is a func-

tion of the input amplitude and the power spectrum of white noise. ( )F s  is the loop fil-

ter transfer function. 
D
K  is the phase detector gain. L  is the ratio of received carrier 

frequency to the transmitted carrier frequency. ( )fm t  is the forward medium noise and 

( )
b
m t  is the backward medium noise. Given a fixed propagation delay disturbance, the 

effect of phase disturbance on the received signals is L  times that on the transmitted 

signals because the received carrier frequency is L  times the transmitted carrier fre-

quency.  

Figure 3.3: The model for the phase-locked loop in the slave clock. 
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 In order to determine the statistics of pre-compensation estimates and the perfect 

pre-compensation values, we must investigate the effects of each block in Figure 3.2. The 

effect of Doppler and time dilation is frequency transformation. Assuming the carrier 

frequency of the master clock is 0f , the master clock is moving at speed V and the rela-

tive motion makes an angle 90 ϕ+  with the line connecting the source and observer, as 

depicted in Figure 3.4, then the observed frequency is  

2 2

0

1 /
1 ( / )sin

V c
f

V c ϕ
−

+
. (3.1)

Hence, the Doppler and time dilation block can be modeled by a power spectrum trans-

formation, as illustrated in Figure 3.5. Notice the dilation in time converts to contraction 

in frequency and increase in amplitude.  

The slave clocks track the observed frequency and transmit information and syn-

chronization signals back to the receive antenna, i.e. the master clock. Therefore, after 

 

Figure 3.4: The setting of the master clock and the sensors. 

ϕϕ−

V
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Figure 3.5: Power spectrum transformation due to Doppler ant time dilation. 

forward and backward Doppler and time dilation, the frequency observed by the receive 

antenna is  

( )

2 2

2 0

1 /
1 ( / )sinm

V cf f
V c ϕ
−=

+
. (3.2)

There are three components associated with the pre-compensation estimate. The first one 

is the clean signal at frequency mf  computed using (3.2). This component is determined 

by the forward and backward Doppler and time dilation blocks. The second component is 

the phase noise process ( )m tθ  at the output of backward Doppler time dilation block. 

The power spectrum of this process is represented by 
m
Sθ . This component is determined 

by the sensor PLL block and two medium noise blocks. The last noise component, which 

appears in the estimation and combining block, is the white Gaussian noise. 

 We determine the expression of pre-compensation estimates by approximation and 

assume the pulse shape is rectangular. It is also assumed that decision-directed loops[14] 

are employed so that we can neglect the phases associated with each bit and consider the 

synchronization signal as a pure sine wave without modulation. We first determine the 

phase pre-compensation estimate without considering the white Gaussian noise. The 

phase-offset estimate is 

2 2 2 2

( )

1 ( / )sin 1 ( / )sin
1 / 1 /

m

s

S f

V c V cS f
V c V c

θ

θ

ϕ ϕ   + +  =    − −  

Backward Doppler 
and Time Dilation 

( )
s
S fθ  
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0 0
1

0 0

sin [cos( ( ) )]
tan ,

cos [cos( ( ) )]
i

i

m m
t

appr

m m
t

w t w t t dt

w t w t t dt

θ θ
θ

θ θ
∆−

∆

 − + +    =    + +  

∫
∫

  

where it∆  is the estimation duration, 0 02 fω π= , 2m mfω π=  and 0θ  is the initial 

phase offset. We make the following manipulations,  

0 0

0 0

sin [cos( ( ) )]sin
,

cos cos [cos( ( ) )]
i

i

m m
tappr

appr m m
t

w t w t t dt

w t w t t dt

θ θθ
θ θ θ

∆

∆

− + +
=

+ +

∫
∫

  

0 0

0 0

sin cos [cos( ( ) )]

cos sin [cos( ( ) )] ,

i

i

appr m m
t

appr m m
t

w t w t t dt

w t w t t dt

θ θ θ

θ θ θ

∆

∆

− + +

= + +

∫
∫

  

0 0sin( )[cos( ( ) )] 0,
i

appr m m
t

w t w t t dtθ θ θ
∆

+ + + =∫  (3.3) 

0sin( ( ) )] 0,
i

appr m
t

wt t dtθ θ θ
∆

∆ − + + =∫  (3.4) 

0( ( ) ) 0,
i

appr m
t
wt t dtθ θ θ

∆
∆ − + + ≈∫  (3.5) 

where 0mw w w∆ = − . (3.4) is obtained from (3.3) because the 

0 0sin(( ) ( ) )m mw w t tθ θ+ + +  term is neglected in the integration. The reason that (3.5) 

holds is as follows. The values of w∆  and ( )m tθ  are small and thus the value of 

0( )appr mwt tθ θ θ∆ − + +  in the interval of integration does not vary significantly. In this 

case, the only way (3.4) can be satisfied is the value of 0( )appr mwt tθ θ θ∆ − + +  is 

around 0. Thus, (3.4) can be approximated by (3.5) and the phase pre-compensation esti-

mate can be expressed as 

2

0

1 ( )
2 i

i
appr m

t
i

w t
t dt

t
θ θ θ

∆

 ∆ ∆  ≈ + +  ∆  ∫ . 
(3.6) 
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Then, we examine the effect of white Gaussian noise on this phase pre-compensation es-

timate. First, we have to compute the amplitude of the phasor without white Gaussian 

noise. The square of it is  

2 2
2

0 0sin cos( ( )) cos cos( ( ))m m m m m mA A w t w t t dt A w t w t t dtθ θ   = + + +      ∫ ∫   

2

0

2

0

0.5 sin(( ) ( ))

  0.5 cos(( ) ( ))

m m m

m m m

A w w t t dt

A w w t t dt

θ

θ

 = − −  
 + − −  

∫
∫

 (3.7)

2

2

0.5 sin cos ( ) cos sin ( ))

  0.5 cos cos ( ) sin sin ( ))

m m m

m m m

A wt t wt t dt

A wt t wt t dt

θ θ

θ θ

 = ∆ + ∆  
 + ∆ − ∆  

∫
∫

  

2 2
0.5 sin cos ( ) 0.5 cos cos ( ) ,m m m mA wt t A wt t dtθ θ   ≈ ∆ + ∆      ∫ ∫  (3.8)

where mA  is the amplitude of the input signal. (3.7) holds because the high-frequency 

terms are ignored and (3.8) holds because sin ( )m tθ  is close to 0  regardless of the be-

ginning of integration. In order to deal with the random process ( )m tθ , we use the tech-

nique in [15, p. 52]. Then,  

( ) ( )

1 1

2 2

2 2
2

2
2 22

1 2 1 2

2

0.5 [cos ( )] sin 0.5 [cos ( )] cos

0.25 [cos ( )] cos cos sin sin

[cos ( )]0.25 (2 2cos )

0.2

t t

m m m m
t t

m
m

m m
i

A A E t wtdt A E t wtdt

AE t wt wt wt wt
w

A E t w t
w

θ θ

θ

θ

   
≈ ∆ + ∆   

      
   = − ∆ + ∆ + ∆ − ∆     ∆

 = − ∆ ∆  ∆

=

∫ ∫

2
2[cos ( )]5 4 sin

2
m m iw tA E t

w
θ ∆ ∆    ∆

, 

where 1 2 it t t− = ∆ . Thus,  
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[cos ( )] sin
2

m m iw tA E tA
w
θ ∆ ∆

=
∆ . (3.9) 

The noise is decomposed into in-phase and quadrature components and these two com-

ponents are integrated. The results are denoted by cn  and sn . Then the phase offset 

with white Gaussian noise is  

1 sin /
tan

cos /
appr s

noisy
appr c

n A
n A

θ
θ

θ
−
 +  =   +  .

 (3.10)

After the following manipulations,  

 

sin sin /
cos cos /

( sin cos )/ sin( )

noisy appr s

appr cnoisy

c s appr apprnoisy noisy noisy noisy

n A
n A

n n A

θ θ
θ θ

θ θ θ θ θ θ

+
=

+

− = − ≈ −
, 

we obtain 

( sin cos )/ .appr c snoisy noisy noisyn n Aθ θ θ θ≈ + −
 

 

The term sin cosc snoisy noisyn nθ θ−  is also Gaussian distributed, and has the same statis-

tics as cn  and sn . Its distribution is independent of noisyθ  and this term is denoted by 

mastern . Consequently, the expression of the pre-compensation estimate is  

2

0
1 ( ) / .

2 i

i
noisy m master

t
i

w t t dt n A
t

θ θ θ
∆

 ∆ ∆ ≈ + + + ∆  ∫  (3.11)

 In (3.11), the only random variable whose statistics are unknown is ( )m tθ . In order 

to investigate the statistics of the integration of ( )m tθ , we have to obtain the power spec-

trum, denoted by ( )
m
S fθ , which in turn can be derived from the power spectrum of 

( )s tθ , denoted by ( )
s
S fθ  through the frequency transformation in Figure 3.5. Conse-
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quently, we have to determine the characteristics of ( )s tθ . It includes the noise inside the 

phase-locked loop, the forward and backward medium phase noises. The effect of the 

former can be analyzed by the techniques in [13]. It is assumed that the medium phase 

noises are independent across transmit antennas, but forward and backward medium 

phase noises of each transmit antenna are correlated. Thus, we have to investigate the ef-

fect of their correlation on ( )s tθ . To focus on this effect, we define  

( ) ( ) ( ) ( )s b PLL ft m t h m t dθ τ τ τ= + −∫� ,  

where ( )PLLh i  is the impulse response of the phase-locked loop. Since it is assumed that 

both ( )bm t  and ( )fm t  are Gaussian distributed, ( )s tθ�  is also Gaussian distributed. 

The autocorrelation is  

( ) [ ( ) (0)]

[ ( ) (0) ( ) ( ) ( ) (0 )

( ) ( ) (0 ) (0) ( ) ( ) ].

s
s s

b b PLL PLL f f

b PLL f b PLL f

E

E m m h h m m d d

m h m d m h m d

θ
φ τ θ τ θ

τ α β τ α β α β

τ β β β α τ α α

=

= + − −

+ − + −

∫∫
∫ ∫

�
� �

 

Thus, the power spectrum of ( )s tθ  is  

2 *
,

*
,

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )
s

mb PLL mb mb mf PLL

mb mf PLL

S f S f H f S f f H f

f H f
θ

= + +Φ

+Φ

� . (3.12) 

From (3.12), we can compute the power spectrum of the integration of ( )m tθ  in (3.6) 

and the statistics of pre-compensation estimate noisyθ .  

 This spectrum of ( )s tθ  can be used to compute the correlation between the medium 

phase noise components of the pre-compensation estimate and of the perfect 
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pre-compensation value when signals are coherently combined. The time relationship 

between these two values is illustrated in Figure 3.6. The propagation delay increases 

with time because the satellite is assumed to move away from the surface. The correlation 

r  is determined from the autocorrelation ( )
m
R tθ  

2
1 2 0

1 2 1 2

2 2
0 0

1 2 1 2

1[ ( ), ( ) ]
[ , ]

1 [ ( ), ( )] ( )
,

i

i i

m

t

m m
i

t t

m m
i

i

E t d
tEr

E t d R t d
t

t

θ

θ τ θ τ α α
θ θ
σ σ σ σ

θ τ θ τ α α α α

σ σ σ σ

∆

∆ ∆

+ +
∆

=

+ + −
∆

= =
∆

∫

∫ ∫

�
 (3.13)

where 1σ  is the standard deviation of mθ  and 2σ  is the standard deviation of 

0

1 ( )
it

m
i

d
t

θ τ α α
∆

+
∆ ∫ . The difference between the pre-compensation estimate and the 

perfect pre-compensation value is 

2 1 2
white Gaussian noise in estimation

Doppler effect

( ) /
2

i
master

w t
w t n Aθ θ

∆ ∆
− + −∆ × + ����	���
����������	���������


. (3.14)

In (3.14), 2 1θ θ−  is independent of the Doppler and the white Gaussian noise in estima- 

 
Figure 3.6: Time relationship between pre-compensation estimates and perfect values. 

surface 
it∆

2t

feedback
Coherent 

satellite 
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tion. Given the correlation r , the joint pdf of 1θ  and 2θ  is 

2 2
1 1 2 2

2 2 21 2 2
1 1 2 21 2

21 1( , ) exp
2(1 )2 1

r
f

rr

θ θ θ θ
θ θ

σ σ σ σπσ σ

     = − − +    −  −   
. 

Thus, the pdf of 2 1θ θ−  is 

2 1 2 2

2 2
2 2 2 2

2 2 2 22
1 1 2 21 2

2

2 22 2
1 2 1 21 2 1 2

( ) ( , )

( ) 2 ( )1 1exp
2(1 )2 1

1 exp( ).
2( 2 )2 2

f f d

r
d

rr

rr

θ θ θ θ θ θ

θ θ θ θ θ θ
θ

σ σ σ σπσ σ

θ
σ σ σ σπ σ σ σ σ

∆ = ∆ = −

  +∆ +∆    = − − +    −  −   
∆= −

+ −+ −

∫

∫  

3.4 Numerical Results 

Given the framework of analysis in the last section, we will demonstrate the performance 

of coherent transmission when the receive antenna is moving, with models of the medium 

noise and the phase-lock loop, in this section.  

 The power spectrum densities of forward and backward medium noise are modeled 

as in [22] 

2

( ) ( )
2

s
mf mb

s

bS f S f
j f

ω
π ω

= =
+

, (3.15)

where sω  and b  are coefficients. The variance of noise is 2 2 /2s sbσ ω= . Furthermore, 

the relationship between ( )fm t  and ( )
b
m t  is modeled by a time lag. Specifically, 

( )
b
m t  is assumed to be the advanced version of ( )fm t  with time lag 0τ . The reason is 

as follows. For the signal received by the receive antenna, the effect of the forward me-

dium phase noise takes place when the clock from the satellite is received by the sensor. 
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This occurs before the signal which contains this effect arrives at the receive antenna 

from the transmit antenna. The time lag 0τ  is equal to the propagation delay from the 

transmit antenna to the receive antenna. This relationship is characterized by 

0( ) ( )f bm t m t τ= − . (3.16)
Thus, the power spectrum density of correlation between ( )

b
m t  and ( )fm t  is  

02
, ,( ) ( )j f

mb mf mb mbf e fπ τΦ = Φ . 

 Regarding the phase-lock loop, we employ a second-order loop with transfer func-

tion[13] 

2

2 2

2( )
2
n n

n n

sH s
s s

ζω ω
ζω ω
+=

+ +
, (3.17)

where nω  is the natural frequency and ζ  is the loop damping ratio. The single-sided 

loop noise bandwidth[13] of (3.14) is 

2

11
2 4
n

LB
ζω

ζ
 = +    

.  

The signal-to-noise ration in the loop and given the symbol ρ  

2

0

s

L

A
N B

ρ = ,  

where sA  is the amplitude of received signals from the satellite, divided by 2 ,.The 

power spectrum of mθ  is  
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 
 
 
 
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 (3.18)

where 0d  represents the frequency translation due to Doppler and time dilation. The 

value of 0d  is  

0 2 2

1 ( / )sin
1 /
V cd
V c

ϕ+=
−

.  

As we pointed out, (3.18) includes the effects of white Gaussian noise and the medium 

disturbance. (3.18) is multiplied by 
2

sin c( /(2 ))i it tω π ∆ ⋅ ∆   to obtain the power spec-

trum of the pre-compensation estimate. Then, 2σ  in (3.13) can be calculated numerically. 

Besides, the autocorrelation function ( )
m
R tθ  in (3.13) is equal to 0( / )

s
R t dθ  and ( )

s
R tθ  

can be decomposed into noiseR , mfR , 
mb
R , and ,mf mbCov , corresponding to the inverse 

Laplace transforms of 2
0( ) ( ) /(2 )sH s H s N A− , ( ) ( ) ( )mfH s H s S s− , ( )

mb
S s , and 

, ,( ) ( ) ( ) ( )mb mf PLL mb mf PLLs H s s H sΦ − +Φ − , respectively. Notice our ,mf mbCov  is not the 

conventional definition of cross-correlation between ( )fm t  and ( )
b
m t . Actually, it cap-

tures the relationship between ( )
b
m t  and the influence of ( )fm t  on the output of the 

phase-locked loop. ( )
mb
R t  is  

2
| |( )

2
s ts

mb

bR t e ωω −= .  

After making the following definitions, 
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we can express noiseR , mfR , and ,mf mbCov  as  

( )2 | | 2 | | | |0
2 2 0
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Then 1σ  and the integration of ( )
m
R tθ  in (3.13) can be evaluated through  

0 0 0 0,
( ) ( / ) ( / ) ( / ) ( / )

m noise mf mb mf mb
R t R t d R t d R t d Cov t dθ = + + + .  

 We now consider the scenario of low-Mars orbit. We will examine the influences of 

changing parameters around their nominal values. The satellite, i.e. the receive antenna, is 

moving at the speed of 3361 /m s , and at the height of 400km . Correspondingly, the 

one-way propagation delay is 1.33ms . The carrier frequency is 400MHz . The received 

signal to noise ratio is 0/ 0
b
E N dB=  per transmitter. L  is set to 2 . nω  is 

2 * 50π rad/s, ζ  is 0.7, ρ  is 10dB, and the fading bandwidth /2sWs ω= [22] is twice 

L
B . b  is chosen so that 2

sσ  is 0.1. When one sensor is considered, φ  is 0D . In the 

simulation results, the parameters are at their nominal values if not specified. The auto-
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correlation function 0( / )noiseR t d  is plotted in Figure 3.7 for various natural frequencies. 

With lower natural frequencies, the autocorrelation function changes more slowly. Notice 

sA  is also scaled down as the natural frequency increases so that ρ  keeps constant, and 

the variance (0)noiseR  is identical across natural frequencies. Otherwise, with higher 

natural frequencies, the autocorrelation would scale up accordingly. In Figure 3.8, the 

autocorrelation function is plotted for various damping factors. These curves conform to 

the general concept about the damping factor.  

 The autocorrelation 0( / )mfR t d  is illustrated in Figure 3.9, where sω  also changes  

Figure 3.7: 0( / )noiseR t d , the autocorrelation of theta due to the white Gaussian noise in 
PLL, with 10dBρ = , 0φ = D . 
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Figure 3.8: 0( / )noiseR t d , the autocorrelation of theta due to the white Gaussian noise in 
PLL with several ζ , 10dBρ = , and 0φ = D . 
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Figure 3.9: 0( / )mfR t d , the autocorrelation of theta due to the forward medium distur-
bance with 4s L

Bω = , 0φ = D . 
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with the natural frequency so that the value is equal to 4
L
B , and thus the variance 

(0)mfR is fixed. Again, the lower natural frequencies result in slower autocorrelation de-

cay. Figure 3.10 demonstrates the autocorrelation 0( / )mfR t d  for various sω . Since we 

keep 2
sσ  constant, with higher sω , the noise power is spread over a wider bandwidth, 

and the noise power at each frequency is lower. Because nf  is fixed at 50Hz, lower sω  

leads to lower noise power due to forward medium disturbance at the output of the 

phase-locked loop.  

 0, ( / )mf mbCov t d  is shown in Figure 3.11 while ρ  is fixed. Because of (3.16), the  
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Figure 3.10: 0( / )mfR t d , the autocorrelation of theta due to the forward medium distur-
bance with 50nf Hz= , 0φ = D . 
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Figure 3.11: 0, ( / )mf mbCov t d , the covariance between forward and backward medium 
disturbance with 0φ = D . 
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Figure 3.12: 0, ( / )mf mbCov t d , the covariance between forward and backward medium 
disturbance with various sω  and 0φ = D . 
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Figure 3.13: 0, ( / )mf mbCov t d , the covariance between forward and backward medium 
disturbance with various ζ  and 0φ = D . 

peak occurs slightly after 0τ . As the natural frequency decreases, the response of the 

phase-locked loop is slower and the peak is further delayed. Figure 2.12 shows the effect  

of sω  on 0, ( / )mf mbCov t d . As in Figure 3.10, the wider sω  of medium disturbance, the 

less noise power at the output of phase-locked loop. The impact of the damping factor ζ  

is depicted in Figure 3.13 

 For coherent combining, the locations of sensors and the satellite play an important 

role in the analysis. This influence is captured in terms of the angle spread in Figure 3.4. 

When the angle spread is wide, the Doppler effects for sensors expressed in (3.1) vary 

across a wide range, and the coherent combining cannot be achieved for a long period of  
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Figure 3.14: Simulation results of coherent transmission with a non-stationary receive 
antenna. 

time. Given the locations of sensors, the worst coherent combining performance occurs 

when the satellite is on top of them, as shown in Figure 3.4. For one sensor, the perfect 

pre-compensation value decreases, and for the other, it increases. Thus, they cannot com-

bine well. If they are at the same side of the satellite, although the perfect 

pre-compensation values change more rapidly, the difference of these values between two 

sensors is less. In this situation, to demodulate the coherently combined signal, a training 

sequence must be inserted, or a phase-locked loop in the satellite, as illustrated in, is re-

quired so that the satellite can determine the phase of the combined signal. To precede 

our analysis, we project the phasors of constituent signals onto the phasor with angle 

equal to the average of all constituent phasors without the consideration of phase distur- 
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Figure 3.15: Performance of coherent combining for various packet sizes at their optimal 
power allocation between the header and the information segments 

bance due to noise. In the real situation the performance is better because the 

phase-locked loop is able to track the phase dynamics. In our simulation, we nominally 

assume the angle spread of 0.15D  no matter how many sensors are employed.  

 As in the last chapter, we divide information data into packets. Each packet is 

0.1ms  long, and contains 100 symbols used either by the information segment or by the 

header. The number of symbols in the header multiplied by the symbol duration is equal 

to it∆ . BPSK modulation is also employed.  

 The simulation results are shown in Figure 3.14. It is the performance of coherent 

transmission at the moment immediately before a new pre-compensation estimate is em-

ployed. In this respect, this is the worst-case performance. Like the result for the station-
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ary receive antenna, it is observed coherent transmission can achieve lower bit error rates 

than the transmission with all power in one transmit antenna. Furthermore, the optimal 

power distributions between synchronization and information signals are observed. In 

Figure 3.15, we investigate the effect of various header sizes pT  on the bit error rates. 

The optimal power allocation between the header and information segments are numeri-

cally obtained for each packet size and employed. It is obvious that the packet size can 

not be either too large or too small. If it is too small, the power available for 

pre-compensation estimation is not enough to make an accurate estimation. Thus, the 

performance is poor. As the packet size grows, the available power increases. Conse-

quently, the optimal / pit T∆  required to make a moderate estimation is decreased. 

Meanwhile, more power remains for information transmission. The performance should 

improve. However, as the packet size increases, the pre-compensation estimate becomes 

more obsolete and more distinct from the ideal value at the end of packet. Therefore, the 

bit error rates deteriorate. The performance without coherent combining is also plotted to 

reveal that coherent combining is beneficial only for a specific range of packet sizes. Also, 

as in the last chapter, if the number of transmit antennas is less than three, it is not helpful 

to employ coherent combining because the overhead to conduct synchronization cannot 

be paid off by coherent combining.  

3.5 Conclusion 

Based on the framework of coherent transmission for the stationary receive antenna, we 

devised a scheme for the situation where the receive antenna is moving. These modifica-
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tions result from the concept to estimate the pre-compensation upon the 

un-pre-compensated signal so as to reduce the estimation and pre-compensation cycle to 

less than one round-trip propagation delay. We also examined this system linearly. In our 

analysis, we considered several disturbances, including the white Gaussian noise at both 

the transmit and the receive antennas, the medium propagation delay disturbance, and the 

Doppler effect. In the last section, using the proposed analysis approach, we derived the 

statistics of all random variables related to the coherent combining. Based on these statis-

tics, the performance in terms of bit error rates was obtained. In addition to the domi-

nance of coherent combining, we also observed the optimal power distributions between 

the synchronization and information segments. Finally, we examined the influence of the 

packet size on the performance and obtained the optimal range of the packet size. 
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Chapter 4 

Stationary MIMO Coherent Coop-

erative Communications 

4.1 Introduction 

The channel capacity of some multiple input multiple output (MIMO) channels has been 

investigated by Foschini[4] and Telatar[18]. In particular, when the channel is stationary 

and the noise is white and Gaussian, the channel capacity is determined. Assume there are 

tn  transmit antennas and rn  receive antennas, and denote the transmitted signal vector 

as s , the white Gaussian noise as n , the channel matrix as H  with dimension r tn n× , 

then the received signal vector is r Hs n= + . The mutual information is  

†
2

†
2

( ; ) log det( )

log det( ),
r

t

n

n

I r s I HQH

I QH H

= +

= +
 (4.1)

where Q  is the covariance matrix of the transmitted signal s . The channel capacity sC  

is the maximum mutual information over Q , subject to the power constraint. 

 In order to achieve the channel capacity, it is suggested to decompose the MIMO 

channel into several independent single input single output (SISO) channel by linear 

transformation at both the transmit and the receive antenna array. First, H  is expressed 
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into its singular value decomposition as †H UDV= . Thus, †r UDV s n= + . Let 

†r U r=� , †s V s=� , then the original channel is equivalent to the channel  

r Ds n= +� � � . (4.2)

This means the transmitted signal vector s  is V  times the signal vector s� , where each 

element is independent and parallel. At the receiver side, the received signal vector is left 

multiplied by †U  to obtain the signal vector r� , where each element is independent.  

 In the process of derivation, it is assumed implicitly that all the antennas, including 

transmit and receive antennas, are synchronized in all respects, such as phases and fre-

quencies. In this chapter, we will investigate the effect of phase offset on the channel ca-

pacity and the suggested linear transformation. Throughout this chapter, it is still assumed 

that frequencies are synchronized.  

4.2 Phase offset at the receive antennas 

Denote H  as the channel matrix measured when all antennas are synchronized to a 

common time scale. Now, assume the transmit antennas are not synchronized. The clock 

in the first antenna lags the common time scale by 1θ , and so on. The new channel ma-

trix perceived by the receive antenna array can be expressed as 

,1

,2

,

0 0

0

0

0 0

r

r

r nr

j

j

r r

j

e

e
H H D H

e
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θ

 
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.  

Then the channel capacity rC  is  
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= +
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=

.  

Thus, the channel capacity is identical to the channel capacity when all antennas are syn-

chronized.  

 We then derive the channel transformation in the form of (4.2). We write the re-

ceived signal as  

†

r

r

r H s n

DUDV s n

= +

= +
.  

Denote r rU DU� , †
rr U� � †r U= †

rD r , and †
rn U=� †n U= †

rD n  then  

r Ds n= +� �� . (4.3)

Because †
rU  is a unitary matrix, n�  has the same distribution as n  and n� . Since D  

is unchanged, the power distribution determined by the water filling approach[18] is the 

same as the distribution when antennas are synchronized. The difference is the received 

signal r  must be multiplied by †
rD  additionally before being multiplied by †U . Thus, 

the role of U  is replaced by r rU DU= . Notice †
rD  is nothing more than phase ad-

vances on individual received signals by the amount of phase lags with respect to the 

common scale. In other words, before the received signals are processed assuming the 

receive antennas were synchronized, each received signal is rotated in reverse by the 

amount of phase offset so that the synchronization status is transparent to the channel 

†
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transformation (4.2). 

 As a result, the requirement that all receive antennas are synchronized in phase is 

converted to the requirement that phase offsets are known. Generally speaking, the latter 

is less stringent than the former because phase synchronization contains many procedures, 

one of which is the acquisition of phase offset information. 

4.3 Phase offset at the transmit antennas 

In this section, we consider the situation where transmit antennas are not synchronized 

with respect to the common time scale. First, we will derive the channel capacity tC . 

The new channel matrix perceived by the receive antenna array is  

,1

,2

,

0 0

0

0

0 0

t

t

t nt

j

j

t t

j

e

e
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e
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θ
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�
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.  

The positive phase means the clock advances the common time scale so that the receive 

antennas consider the signal goes through extra phase rotation. In [18], †H H  is decom-

posed as †U UΛ , then we obtain 

†det( rI HQH+ 1 1
2 2†) det( )rI UQU= + Λ Λ .  

Using the same approach, we write †
tH

†
t tH D= †

tH HD , then with the new power allo-

cation Q
�

,  

†det( r t tI H QH+
� 1

2 †) det( r t tI UDQD= + Λ
� 1

2† )U Λ .  
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It is obvious any mutual information achieved for a specific Q  when antennas are syn-

chronized can be realized when receive antennas are not synchronized by choosing 

†
t tQ D QD=

�
. Conversely, by †

t tQ DQD=
�

, any mutual information achieved in the un-

synchronized situation can be obtained in the synchronized situation. Therefore, the 

channel capacity tC  is equal to sC . 

 As in the last section, we will derive the method to realize the equivalence to the 

synchronous channel. In the unsynchronized situation, the received signal is  

†
t tr H s n UDV D s n= + = + . (4.4)

Multiplying (4.4) by †U , we get 

†U †r DV= †
tD s U n+ . (4.5)

Denote tD s  as s� , then (4.5) is in the same form as (4.2) with the replacement of s  by 

s� , and the MIMO channel can be decomposed into several parallel and independent 

SISO channels. The value of †
ts V D s=�  is again determined by the water-filling algo-

rithm. If transmit antennas are synchronized, the transmitted signal is Vs�  as mentioned 

in the first section. In the unsynchronized situation, the transmitted signal is further mul-

tiplied by †
tD , which is exactly the phase delay on individual transmitted signals. Be-

cause the water-filling algorithm considers the channel matrix under synchronization, 

signals must undergo this further step to counteract the effect of advanced clocks before 

being transmitted. The signal which is finally transmitted is †
t

s DVs= � . By the defini-

tion †
t tV DV� , the role of V  is replaced by tV . Consequently, from the point of view 
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of the water-filling algorithm, all antennas appear to be synchronized in phase.  

 As in the last section, the requirement of phase synchronization is converted to the 

requirement of phase offset information. This provides an alternative to phase 

synchronization. 

4.4 Relationship between synchronization condi-

tions 

In the previous sections, we assumed the water-filling algorithms were executed when the 

clocks were synchronized, and investigated the techniques to counteract any phase offset 

afterwards. In some situations, perfect synchronization is not achievable due to reasons 

such as noise disturbance, etc. Thus, the execution of the water-filling algorithm and 

channel decomposition at two points in time are actually based on different synchroniza-

tion conditions. In this section, we will explore the relationship between these two execu-

tions.  

 This exploration also applies if we discard the concept of phase synchronization. 

The channel decomposition and water-filling algorithms are performed regardless of the 

synchronization status. If the clocks drift, no effort is made to compensate the phase off-

sets, as in previous two sections. Instead, channel decomposition and water-filling algo-

rithms are performed again for this new condition. In essence, these two scenarios are 

identical in that the set of channel decomposition and water-filling algorithms is executed 

at two points in time with different synchronization conditions but the same locations of 

antennas.  
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 The observed channel is denoted as 1H  for a specific relationship among clocks at 

time 1. 1H  can be expressed in terms of the channel H  in the conceived status of syn-

chronization as 1 ,1 ,1r tH D HD= , where ,1rD  and ,1tD  are examples of rD  and tD , 

respectively. Accordingly, the U  and V  matrixes are replaced by ,1 ,1r rU D U�  and 

†
,1 ,1t tV D V� . With another time relationship at time 2, the observed channel is 2H , i.e. 

2 ,2 ,2r tH D HD= , and the new U  and V  are ,2 ,2r rU D U=  and †
,2 ,2t tV D V= . We can 

relate these two executions of channel decomposition and water-filling through the con-

ceived synchronization as   

†
2 ,2 ,1 1( )r rH D D H= †

,1 ,2( )t tD D  (4.6)

†
,2 ,2 ,1 ,1( )r r r rU D D U=  (4.7)

†
,2 ,2 ,1 ,1t t t tV D D V= = †

,1 ,2( )t tD D †
,1tV . (4.8)
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which is also in the form of rD . Similarly, 
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is also in the same form. Thus, from the point of view of the first point in time with 

channel matrix 1H , the channel 2H  is measured when the transmit antenna clocks are 

offset by †
,1 ,2t tD D  and the receive antenna clocks are offset by †

,2 ,1r rD D . According to our 

studies in the previous two sections, their channel capacities are the same. The outcome 

of the second channel decomposition is equivalent to the phase offset methods in the pre-

vious two sections. The channel 2H  is decomposed into parallel subchannels with the 

same D . ,2rU  is ,1rU  left multiplied by †
,2 ,1r rD D , which is the phase difference of re-

ceive antenna clocks at time 2 with respect to time 1. ,2tV  is ,1tV  left multiplied by the 

Hermitian of †
,1 ,2t tD D , which is the phase difference of transmit antenna clocks at time 2 

with respect to time 1. If the condition at time 1 is perfect synchronization, (4.6)—(4.8) 

degenerate to the results in the previous two sections.  

 Therefore, when the relationships among transmit and receive antenna clocks 

change so that the channel decomposition is obsolete, there are two approaches to deal 

with this change. The first one is to measure the new perceived channel matrix and make 

a new channel decomposition, which results in the same water-filling algorithm but dif-

ferent U  and V . The second one is to determine the amount of phase change, and re-

move this change by modifying U  and V . Both approaches are equivalent and lead to 
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the same mathematical expressions.  

4.5 Conclusion 

In this chapter, we examine the effects of phase offset on the channel capacity. It is re-

vealed that phase offset at either the transmit or the receive antenna does not change the 

channel capacity. In addition to rigorous clock synchronization in the phase level, two 

alternatives to counteract the phase offset are also explored. They are equivalent 

mathematically. The first one is to discard the previous channel matrix as well as the 

associated channel decomposition, and measure a new channel matrix and perform a new 

channel decomposition. The second approach is to work with the phase change, with 

respect to the nominal condition when the channel decomposition is performed. When a 

clock is different from the nominal value by a phase θ , the way to cancel out this effect 

is to rotate the signal in the opposite direction at the baseband processing units closest to 

the channel, as demonstrated in Figure 4.1. When lack of synchronism occurs at the clock 

of any transmit antenna, the processing unit is immediately before the baseband signal 

modulates the carrier. When this occurs at the clock of any receive antenna, the process-

ing unit is immediately after the RF signal is down-converted to the baseband signal. 

Therefore, the channel decomposition does not have to be executed again, and the lack of 

synchronism is not apparent to the other side of communication link and the water-filling 

algorithm. 

 

 



 

 65

 

 

Figure 4.1: Phase adjustment at baseband when clocks are not synchronized.  
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Chapter 5 

Achievable Rate Regions in the 

3-node Wireless Network 

5.1 Introduction 

Network information theory has been investigated for decades. However, there are many 

unsolved problems. Due to the multiplicity of nodes, numerous problems arise and most 

of them remain to be answered. The most general problem is illustrated in Figure 5.1. 

This example contains several fundamental networks. In order to explore the behavior of 

the whole network, it is crucial to fully understand all these fundamental elements. Some 

elements are as follows.  

 In Figure 5.1, the three transmitters, nodes A, B and C, send information to the  

 

Figure 5.1: An example of network information flows 
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common receiver node D. This is called the multiple access channel. The capacity of this 

channel has been determined. When one common transmitter sends information to multi-

ple receivers, this is called the broadcast channel. Transmission from node A to node D, E 

and F is an example. Although this is just a simple extension from the 

one-transmitter-one-receiver channel, only the degraded broadcast channel is solved, and 

the general problem is still open. In addition to problems coming from the number of 

transmitters or receivers, some nodes may act as helpers, which create another dimension 

for network information theory. In Figure 5.1, node G receives information from node C, 

and meanwhile it can send information to node H. Thus, by relaying information meant 

for node H, it can help information transportation from node C to H. When there is only 

one information stream, whose source is node C and destination is node H, it is called  

relay channel. The capacity is determined only for the physically degraded relay channel. 

Beyond these three simple networks, many network topologies can be imagined. For 

example, there may be multiple relay levels, where each level is composed of multiple  

 
Figure 5.2: A decode-and-forward network with multiple levels, and multiple nodes in 
each level. 
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nodes. This is illustrated in Figure 5.2. In this figure, the link represents the designed 

communication link. Because it is a wireless network, signals transmitted from the in-

formation source can be overheard by the information destination, although they are 

meant to be received only by nodes at level 1. In other words, these signals are interfer-

ence signals at the information destination. 

 There are two approaches to implement the function of a relay. The first one, which 

is more intuitive from the point of view of information theory, is called de-

code-and-forward[8][10][16] here. First, relay nodes decode the received signal into in-

formation data. Then, they encode the data into clean signals, and these signals are trans-

mitted to the assigned receivers, which do not have to be the information destination, as 

shown in Figure 5.2. In the second approach, called magnify-and-forward[6][10], each 

node magnifies whatever signal it receives and forwards the magnified signal to the in-

formation destination. With this approach, relay nodes do not know the information data 

they relay since they do not decode the received signals. Noise is also magnified and 

forwarded along with the information-bearing signal. Due to this specific implementation  

 
Figure 5.3: A network with magnify-and-forward relay nodes. 
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of a relay, there are two limitations associated with this approach. First, only one level of 

relay nodes is allowed, as shown in Figure 5.3. Because nodes do not decode signals, 

they cannot delete any interference. With a one-layer topology, we can avoid inter-level 

interference. Secondly, the communications from the source to the relay nodes, as in the 

solid lines in Figure 5.3, and from the relay nodes to the destination, as in the dashed 

lines in Figure 5.3, must be multiplexed. The reason is to avoid the interference between 

these two communication stages. Finally, it is not easy, although it may not be impossible, 

to support multiple information streams. Because relay nodes do not decode signals, they 

cannot distinguish signals of different streams.  

 In contrast, the decode-and-forward approach can support multiple information 

streams at least conceptually, which will be demonstrated in this chapter. However, there 

are two drawbacks with this approach. First of all, although interference can be removed 

from the clean signal by decoding the received signal, interference is strongly dependent 

on node locations. In Figure 5.2, signals from nodes in level 1 are received at the destina-

tion as interference. When there is more than one node in a level, the component inter-

ference signals from these nodes may combine coherently under some node location set-

tings. In this case, the interference is significant. On the other hand, under some location 

settings, interference signals may combine destructively so that no interference is de-

tected. Secondly, it is very challenging to derive the capacity, although some achievable 

rate regions are proposed.  

 In this chapter, we focus on the network composed of three nodes with a de-

code-and-forward implementation, which is the network of node C, G and H in Figure 
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5.1. We will consider several combinations of information flow. Achievable rate regions 

and the associated optimal power allocation will be determined based on some commu-

nication schemes. 

5.2 Two Sources and One Destination 

In this section, we consider the situation where two information sources send information 

to a common destination, as depicted in Figure 5.4. An achievable rate region was de-

rived in [16] based on the proposed communication scheme. Since we will determine the 

optimal power allocation, which was not studied in [16], and since the analysis in the 

following sections uses a similar concept, the achievable rate region and the communica-

tion scheme are briefly described here.  

5.2.1 The Achievable Rate Region Without Power Optimization 

The received signals at node 1, 2 and 0 are given by 

0 010 1 20 2

1 21 2 1

2 12 1 2

Y K X K X Z

Y K X Z

Y K X Z

= + +

= +

= +

 

where 1X  and 2X  are transmitted signals from nodes 1 and 2, respectively, ijK  is the 

path gain from node i  to node j , and iZ , which is distributed as (0, )iNN , is the 

 
Figure 5.4: the network with 2 information sources and one common destination 
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noise at node i . For the sake of brevity, the following explanation is based on the opera-

tion at node 1. The same reasoning applies to node 2. Suppose the information from node 

1 to node 0, denoted as 1W , is divided into two parts: 10W , to be sent directly to node 0, 

and 120W , to be sent to node 0 cooperatively with node 2. Accordingly, the transmitted 

signal 1X  is composed of 3 components, which are outputs of 3 encoders:  

1 10 120 10X X X U= + + , 

where 10X  is used to convey 10W , 120X  is used to transmit 120W  to node 2, and 10U  

is the signal intended to be combined coherently with signals from node 2. To expedite 

our discussion, we call 10X  the direct-path signal, 120X  the relay-path signal, and 10U  

the coherent-combining signal. Coherent combining was interpreted in the previous 

chapters. These are their major tasks, and the other arguments of the encoders will be de-

scribed in detail later. Accordingly, the total power is divided into  

1 10 120 10U
P P P P= + + . 

 The transmission continues for B blocks of length n each. Both B and n are assumed 

to be large, and the transmission is performed block by block. This means the earliest 

time when coherent combining can take place is one block after 120X , which is equiva-

lent to 120W , has been sent from node 1. If we look at one block, denoted as block b , we 

have  

10 10 10 10 120 210( ( ), ( 1), ( 1))X P X W b W b W b= − −�   

120 120 120 120 120 210( ( ), ( 1), ( 1))X P X W b W b W b= − −�    

10 120 21010 ( ( 1), ( 1)),UU P U W b W b= − −�    
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where 10X , 120X  and 10U  are vectors of length n. Notice that 120( 1)W b −  and 

210( 1)W b −  are also arguments of 10X�  and 120X� , and U�  is a function not only of 

120( 1)W b −  but also of 210( 1)W b − . Besides, node 2 uses the identical encoder U�  for 

the coherent combining signal so that these two coherent combining signals can be com-

bined coherently. 

 The decoding procedure is implemented in two stages. In the forward decoding 

stage, 120W  is decoded immediately so that it can be used for coherent combining at the 

next block. We initialize the transmission by setting 120 210( (0), (0)) (0,0)W W = . Thus, at 

block 1, 10U  is known for node 2, and 10X  is regarded as noise when node 2 tries to 

decode 120(1)W  from 10(1)X . The rate constraint is 

2
12 120

2120
12 10 2

K P
R C

K P N

  <   + 
. 

(5.1)
 

At block 2, 10(2)U  is still known in advance because 120(1)W  was decoded at block 1 

and 210(1)W  is produced at node 2. Therefore, as long as (5.1) holds, node 2 can decode 

120W  as the block index goes forward. At the second stage, called the backward decoding 

stage,  node 0 decodes 10W , 120W , 20W  and 210W  from the last block backward to the 

first block. We assume there is no new information at the last block, i.e. 

10 120 20 210( ( ), ( ), ( ), ( )) (0,0,0,0)W B W B W B W B = . Since B is a very large number, the ef-

fect of this information rate reduction by the factor (B-1)/B is negligible. Thus, all of 

10( )X B , 20( )X B , 120( )X B , 210( )X B , 10( )U B , and 20( )U B  are solely determined by 
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120( 1)W B −  and 210( 1)W B − . In other words, the rate constraint is  

2 2
10 1 20 2 10 20 10 20

120 210
0

2 U UK P K P K K P P
R R C

N

 + +  + <      .
 

(5.2)
 

The factor 10 20U UP P  results from the coherent combining of 10U  and 20U . Now, we 

consider block B-1. Node 0 is required to decode 10( 1)W B − , 20( 1)W B − , 120( 2)W B − , 

and 210( 2)W B − . According to the multiple access channel capacity formulation, it is 

easy to obtain 

2
10 10

10
0

K P
R C

N

  <   
 

2
20 20

20
0

K P
R C

N

  <   
 

2 2
10 10 20 20

10 20
0

K P K P
R R C

N

 +  + <   
 

Since 10( 1)X B − , 20( 1)X B − , 120( 1)X B − , 210( 1)X B − , 10( 1)U B − , and 

20( 1)U B −  are all functions of 120( 2)W B −  and 210( 2)W B − , (5.2) is still valid in this 

block. However, these signals are also functions of 10( 1)W B −  and 20( 1)W B − , so  

2 2
10 1 20 2 10 20 10 20

10 20 120 210
0

2 U UK P K P K K P P
R R R R C

N

 + +  + + + <     
 

(5.3)
 

is also required. Since the region of (5.2) is contained in the region of (5.3), the final re-

sult of the achievable rate region is  

2
12 120

2120
12 10 2

K P
R C

K P N

  <   + 
 

(5.4)
 

2
21 210

2210
21 20 1

K P
R C

K P N

  <   + 
 

(5.5)
 



 

 74

2
10 10

10
0

K P
R C

N

  <   
 

(5.6)
 

2
20 20

20
0

K P
R C

N

  <   
 

(5.7)
 

2 2
10 10 20 20

10 20
0

K P K P
R R C

N

 +  + <   
 

(5.8)
 

2 2
10 1 20 2 10 20 10 20

10 20 120 210
0

2
.U UK P K P K K P P

R R R R C
N

 + +  + + + <     
 

(5.9)
 

5.2.2 Power Optimization 

This achievable rate region was derived in [16], but the optimal power allocation was not 

determined. Our goal is to maximize the achievable rate region of 

1 10 120 2 20 210( , )R R R R R R= + = + , and we will investigate the associated power alloca-

tion between 10P  and 120P . This issue is related to how 1W  is divided into 10W  and 

120W .   By adding (5.4) and (5.6), we obtain 

1 10 120

2 2 2
012 10 2 12 120 10 10

2
012 10 2

2 2
012 10 120 2 10 10

2
0 12 10 2

1 1log log
2 2

( )1 log
2

R R R

K P N K P N K P
K P N N

K P P N K P N
N K P N

= +

   + + +    < +     +   
 + + +  = ×   + 

 (5.10)
 

 
Suppose the power allocation between 

10U
P  and 10 120P P+  is fixed, then the only vari-

able in (5.10) is 10P . We denote 10 120P P+  as 1,non coherentP − . The optimal 10P  is  

0 2
2 21,
10 12

10
0 2
2 2
10 12

, if 

0 , if 

non coherent

NN
P

K K
P

NN
K K

−

 <=  ≥
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In other words, to maximize the achievable region, the choice of 120P  and 10P  depends 

on the values of 2
0 10/N K  and 2

2 12/N K . If 2
2 12/N K  is greater, which means node 2 is 

noisier than node 0, then it is intuitive that node 2 cannot help node 0 and all 1,non coherentP −  

should be allocated to transmit 10X , which is now not a function of 120W . Consequently, 

if a similar situation occurs for 2W , i.e. 2 2
0 20 1 21/ /N K N K< , the achievable rate region 

for the whole network reduces to that of the multiple access channel. If 2
0 10/N K  is 

greater, node 2 can relay signals to node 0. All 1,non coherentP −  should be allocated to con-

vey information 120W , and 10W  does not play a role. This strategy might seem unrea-

sonable at first sight, and it might be expected that there should be a smooth transition 

between 0 and 1,non coherentP −  for both 120P  and 10P . The secret lies in the fact that 120W  

can perform whatever functions 10W  is designed to perform. 10X , which is the only 

signal component dependent on 10W , is designed to be received by node 0. 120X , which 

is a function of the current value of 120W , received and relayed by node 2, is also re-

ceived by node 0. This reception at node 0 is similar to that of 10X . From this point of 

view, the role of 10W  can in effect be replaced by 120W . The fact that node 0 takes ad-

vantage of this received power is revealed in (5.2), where the right hand side contains 120P , 

which is part of 1P .  Furthermore, the optimization indicates that the role of 10W  has 

to be effectively replaced by 120W . This is due to the constraint (5.4). If some power were 

allocated to 10P , the achievable rate constraint of 120R  would be reduced. Because node 
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0 is noisier, the increase in the 10R  constraint cannot compensate for the decrease in the 

120R  constraint. Thus, 10P  is set to 0. In the next section, with another decoding proce-

dure, we will show that there is some freedom of power allocation between 10P  and 

120P . 

 To conclude, when 2 2
0 10 2 12/ /N K N K≥  and 2 2

0 20 1 21/ /N K N K≥ , the achievable 

rate region is given by 

2
12 1 10

1
2

( )
U

K P P
R C

N

 −  <   
 

(5.11)
 

2
21 2 20

2
1

( )
U

K P P
R C

N

 −  <   
 

(5.12)
 

2 2
10 1 20 2 10 20 10 20

1 2
0

2
.U UK P K P K K P P

R R C
N

 + +  + <     
 

(5.13)
 

Notice that (5.6), (5.7) and (5.8) disappear because 10 20 0P P= = .  In (5.11), 120P  has 

been replaced by 1 10U
P P−  since 10P  is 0, and a similar replacement is used in (5.12). 

The achievable rate region cannot be further expanded by appropriate power allocation 

between 120P  and 
10U

P . When 
10U

P  grows, the constraint (5.13) is released, while the 

right hand side of (5.11) is decreased. 

 When 2 2
0 10 2 12/ /N K N K>  and 2 2

0 20 1 21/ /N K N K< , node 2 can help the trans-

mission of 1W , but node 1 is too noisy to help node 2. The achievable rate region is  

2
12 1 10

1
2

( )
U

K P P
R C

N

 −  <   
 

(5.14)
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2
0

( )
U

K P P
R C

N

 −  <   
 

(5.15)
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1 2
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2
.U UK P K P K K P P

R R C
N

 + +  + <     
 

(5.16)
 

Notice because 10 210 0P P= = , (5.5) and (5.6) disappear while (5.8) duplicates (5.7). 

Further, (5.14)—(5.16) are almost the same as (5.11)—(5.13) except that the denominator 

in (5.15) is 0N .When 2 2
0 10 2 12/ /N K N K<  and 2 2

0 20 1 21/ /N K N K≥ , the achievable 

rate region can be derived in a similar fashion. 

5.2.3 Degeneration to the Physically Degraded Gaussian Relay Chan-

nel  

The channel capacity for the physically degraded Gaussian relay channel has been de-

rived in [2], where an achievable rate region for the Gaussian relay channel is proposed, 

and the degradedness is exploited to show no higher rate is achievable. In this relay 

channel with 3 nodes, there is only one transmitter, whereas 2 transmitters were consid-

ered in the previous subsection. Thus, the result in the previous subsection should be able 

to degenerate to the result in [2].  

 In the Gaussian relay channel, it is assumed the destination, i.e. node 0, is noisier 

than the relay node, which can be node 1 or 2. If we start from (5.11), (5.12) and (5.13), 

by settting 2 20U
P P= , which means node 2 is the relay node, we obtain 

2
12 1 10

1
2

2 2
10 1 20 2 10 20 210

1
0

( )

2
,

U

U

K P P
R C

N

K P K P K K P P
R C

N

 −  <   
 + +  <     
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which is equivalent to the capacity of the degraded Gaussian relay channel: 

2 22
10 1 20 2 10 20 1 212 1

0 1
02

2
max min ,

K P K P K K PPK P
C C C

N Nα

αα
≤ ≤

    + +     =             
, 

(5.17)
 

where 1α α−� . The same result can be derived from (5.14), (5.15) and (5.16). 

5.3 One Source and Two Destinations 

In this section, we will propose an achievable region for the scenario where two informa-

tion streams come from the same source but arrive at different destinations, as depicted in 

Figure 5.5. In the following section, we will study some scenarios which are more com-

plicated and contain this one as a special case. The reason for discussing this case in ad-

vance is that it is the first step in extending the achievable rate region derived by Sendon-

aris et al.[16], and that it reveals some insights and techniques which will facilitate the 

exploration of more complicated scenarios. 

 The destinations of information streams are node 1 and node 2, with node 0 as the 

source. Node 1 and node 2 can communicate with each other. This scenario is simpler in 

terms of the number of information sources, compared with the network in Figure 5.4. 

However, in terms of the number of nodes which are transmitting signals, there are three 

nodes here, instead of the two nodes in Figure 5.4. Based on the same technique in the  

 
Figure 5.5: the network with 1 common information source and two destinations 
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previous section, 1W  is divided into 01W  and 021W , and likewise for 2W . Thus, we can 

write 0X  as  

0 01 021 021 02 012 012X X X U X X U= + + + + + .   
where 01X , 021X  and 021U  stand respectively for the direct-path, relay-path, and co-

herently combined signals for the first information stream, and 01X , 021X  and 021U  are 

for the second information stream. Notice we have two coherent-combining signals to 

combine with coherent-combining signals from nodes 1 and node 2, respectively. The 

power is divided likewise. Although nodes 1 and 2 are not information sources, they may 

relay signals in the form of 

1 12

2 21

X U

X U

=

=
 

If we focus on block b , these signals are the outputs of encoders 
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The received signal at nodes 1 and 2 are 

01 01 21 2 1

02 02 12 1 2.

Y K X K X Z

Y K X K X Z

= + +

= + +
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By using the 2-stage decoding approach discussed in the last section, in the forward de-

coding stage, nodes 1 and 2 decode 012W  and 021W , respectively, so that in the follow-

ing block data can be relayed to the destinations.  

 Assuming that the direct-path signals 01W  and 02W  are decoded in the backward 

decoding stage, the rate constraint 012R at node 1 is 

2
01 012

2 2012
01 01 021 02 21 01 21 1021 21 21 021

012
2

21 21 02121 21 1
2 201 021 02 021
01 01 01

( ) 2

2

U U U U

U UU
U

K P
R C

K P P P P K P K K P P N

P
C

K P PK P N
P P P P

K K K

  <   + + + + + +   
       =       + + + + + +         

 (5.18)
 

and the rate constraint 021R  at node 2 is 

2
02 021

2 2021
02 01 012 02 12 12 02 2012 12 012 12

021
2

12 012 1212 12 2
2 201 012 02 012
02 02 02

( ) 2

2

U U U U

U UU
U

K P
R C

K P P P P K P K K P P N

P
C

K P PK P N
P P P P

K K K

  <   + + + + + +   
       =       + + + + + +         

 (5.19)
 

 We denote 2 2 2
21 01 21 01 1 01021 21 21 021/ 2 / /U U U UP K P K K P P K N K+ + +  in (5.18) by 

1O , and 2 2 2
012 12 12 02 12 012 12 2 02/ 2 /U U U UP K P K K P P N K+ + +  in (5.19) by 2O . The 

relationship between 1O  and 2O  leads to some interesting consequences. Either 

2 1O O>  or 2 1O O≤  holds, and the consequence of one is simply the opposite of the 

other. For the sake of brevity, we only illustrate the situation when 2 1O O> . Then 
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021 021

01 012 02 2 01 02 1

P P
C C
P P P O P P O

       <     + + + + +   
.  (5.20)

Because of (5.19) and (5.20), any achievable rate 021R  has the property: 

021
021

01 02 1

P
R C

P P O

  <   + + 
.  (5.21)

The inequality (5.21) is exactly the constraint for node 1 if it would decode 021W  in the 

forward decoding stage after 012W  is decoded. This decoding is not mandatory in the 

scheme since 021W  is intended to be decoded after signals from node 0 and 2 are coher-

ently combined. However, this decoding is achievable without any additional constraint 

because (5.21) holds without adding new constraints to the original set of constraints. In 

other words, the destination node, i.e. node 1, can decode the data intended to be relayed 

before they are relayed by the relay node, i.e. node 2. Therefore, it is suggested that 021W  

not be employed. Consequently, 021P , 
021U

P , and 
21U

P  are set to 0, and (5.21) is dis-

carded. This reduces 1O  to 2
1 01/N K  and increases the difference between 1O  and 2O . 

Then (5.18) is rewritten as 

012
2012

01 02 1 01/
P

R C
P P N K

  <   + + 
.  (5.22)

Since 021W  is not used, node 2 is not required to send 21U  to node 1; 01W  can be de-

coded in the forward decoding stage, and the rate constraint is  

01
201

02 1 01/
P

R C
P N K

  <   + 
.  (5.23)

Even if 01W  is decoded in the backward decoding stage, the constraint is the same. 

 In the backward decoding stage, no data remain to be decoded at node 1. Node 2 has 
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to decode 02W  and 012W . The procedure is similar to the procedure in the last section. 

The constraints are  

02
202

01 2 02/
P

R C
P N K

  <   + 
 (5.24)

2 2
02 02 012 12 12 02012 12 12 012

202 012
01 2 02

( ) 2

/
U U U UK P P P K P K K P P

R R C
P N K

 + + + +  + <   +   
. (5.25)

Now the achievable rate region is determined by (5.22)—(5.25).  

 If 01W  and 02W  are decoded in the forward decoding stage, instead of in the 

backward decoding stage, the rate constraints at node 1 are 

012
012

021 02 1

P
R C

P P O

  <   + + 
 (5.26)

01
01

021 02 1

P
R C

P P O

  <   + + 
  (5.27)

012 01
012 01

021 02 1

P P
R R C

P P O

 +  + <   + + 
.  (5.28)

The constraints at node 2 are 

021
021

012 01 2

P
R C

P P O

  <   + + 
 (5.29)

02
02

012 01 2

P
R C

P P O

  <   + + 
  (5.30)

021 02
021 02

012 01 2

P P
R R C

P P O

 +  + <   + + 
.  (5.31)

With the same assumption of 2 1O O> , node 1 can further decode 02W  and 021W  after 

removing 012P  and 01P . The reason is as follows. The rate constraints to perform this 

decoding are 
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021
021

1

PR C
O

  <    
 (5.32)

02
02

1

PR C
O

  <    
  (5.33)

021 02
021 02

1

P PR R C
O

 +  + <    
.  (5.34)

Because 2 1O O> , the region of (5.32)—(5.34) contains the region of (5.29)—(5.31). In 

other words, node 1 can decode 02W  and 021W  without imposing any new constraint. 

Since 021W  can be obtained by node 1 before it is relayed by node 2, 021W  is not helpful 

in the scheme. This result is the same as in the case when 01W  and 02W  are decoded in 

the backward decoding stage. The set of constraints (5.26)—(5.31) reduces to  

012
2012

02 1 01/
P

R C
P N K

  <   + 
 (5.35)

01
201

02 1 01/
P

R C
P N K

  <   + 
  (5.36)

012 01
2012 01

02 1 01/
P P

R R C
P N K

 +  + <   + 
.  (5.37)
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012 01 2

P
R C

P P O

  <   + + 
  (5.38)

 In the backward decoding stage, node 1 has nothing to decode, and node 2 has to 

decode 012W  only because 02W  has been obtained. The rate constraint is 

2 2
02 02 012 12 12 02012 12 12 012

2012
01 2 02

( ) 2

/
U U U UK P P P K P K K P P

R C
P N K

 + + + +  <   +   
.  (5.39)

The achievable rate region is now (5.35)—(5.39).  

 Now, we focus on the interaction between 01R  and 012R  in both approaches. We 

compare (5.35)—(5.37) with (5.22) and (5.23). The former achievable rate region is lar-



 

 84

ger than the latter. The difference is depicted in Figure 5.6. If 01W  is decoded in the 

backward decoding stage, the region determined by 012R  and 01R  is a rectangle. If 

01W  is decoded along with 012W  in the forward decoding stage, the constraint on 012R  

is relaxed, and the constraint on 012 01R R+  is introduced. In the former case, the signal 

containing 01W  is regarded as noise. In the latter case, 01W  is on the contrary decoded 

as well as 012W  using the concept of decoding in the multiple access channel. Therefore, 

less noise is involved when 012W  is decoded and meanwhile the rate constraint on 01R  

is not sacrificed. This concept of decoding messages as in the multiple access channel 

will be discussed further in the next section.  

Consequently, if we decode 02W  in the backward decoding stage, the achievable 

region is determined by (5.35)—(5.37), (5.24) and (5.25). For convenience, they are re-

peated here 

 
Figure 5.6: The different rate constraints for two decoding schemes. 

01R  

012R  
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012
2012

02 1 01/
P

R C
P N K

  <   + 
 (5.40)
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201

02 1 01/
P

R C
P N K

  <   + 
  (5.41)

012 01
2012 01

02 1 01/
P P

R R C
P N K

 +  + <   + 
.  (5.42)
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01 2 02/
P

R C
P N K

  <   + 
 (5.43)
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02 02 012 12 12 02012 12 12 012

202 012
01 2 02

( ) 2

/
U U U UK P P P K P K K P P

R R C
P N K

 + + + +  + <   +   
. (5.44)

This region is illustrated in Figure 5.7. Among the set of constraints, the benefit of co-

herent combining is revealed in (5.44). Because of the terms 2
02 012U
K P , 2

12 12U
K P , and 

12 02 12 0122 U UK K P P , the constraint (5.71) on 02 012R R+  is very loose. It could be even  

 
Figure 5.7: The achievable rate region for the case with one source and two destinations. 

012R  

01R

02R  
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looser than the summation of (5.40) and (5.43), and thus should be invisible in Figure 5.7. 

As in the last section, it is worthwhile to investigate the optimal power allocation be-

tween the relay-path and direct-path signals. The only relay-path message used is 012W . 

Thus, our objective is to determine the power allocation between 02P  and 012P  so that 

2 012 02R R R= +  is maximum. The right hand side of (5.44) is invariant with respect to 

power allocation between 02P  and 012P  as long as their summation is fixed. We denote 

their summation as 2,non coherentP −  as in the last section. By adding (5.40) and (5.43), we 

obtain   

2 2
02 01 2 02 02 012 1 01

2 202 012
01 2 02 02 1 01

2 2
1 012, 02 01 2 02
2 2

01 2 02 02 1 01

/ /1 log
2 / /

/ ( / )1 log .
2 / ( / )

non coherent

P P N K P P N K
R R

P N K P N K

P N K P P N K
P N K P N K
−

 + + + +  + <   + + 
 + + +  =   + + 

 (5.45)

Generally speaking, this constraint is tighter than (5.44) because it does not include the 

power related to coherent combining. Then, as in the previous section, the optimal power 

allocation depends on the values of 2
01 2 02/P N K+  and 2

1 01/N K . The optimal 02P  is  

2 1
2 2012,
02 01

02
2 1
2 201
02 01

, if 

0 , if 

non coherent

N N
P P

K K
P

N N
P

K K

−

 + <=  + ≥

 (5.46)

The explanation and implication are similar to those for the power allocation between 

10P  and 120P  in the last section.  

 The comparison between 1O  and 2O  can be viewed differently if we look at the 

first decoding block, i.e. block 1. At this time, 021(0)W  and 012(0)W  are known a priori 
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as zero . If we decode 01W  and 02W  in the backward decoding stage, the rate con-

straints on 012R  and 021R , which are determined in the forward decoding stage, are  

012
2012

01 021 02 1 01/
P

R C
P P P N K

  <   + + + 
  

021
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01 012 02 2 02

.
/

P
R C

P P P N K

  <   + + + 
  

 We want to determine if node 2 can decode 012W  or node 1 can decode 021W  be-

fore these messages are relayed at block 2. The concern is the noise power of 

2
01 02 1 01/P P N K+ +  and 2

01 02 2 02/P P N K+ + . They differ in 2
2 02/N K  and 2

1 01/N K . 

Either 2 2
2 02 1 01/ /N K N K≥  or 2 2

2 02 1 01/ /N K N K<  holds. If 2 2
2 02 1 01/ /N K N K≥ , 

then  

021 021
2 2 021

01 02 1 01 01 012 02 2 02

.
/ /

P P
C C R
P P N K P P P N K

       > >     + + + + +   
 (5.47)

 Inequality (5.47) means that node 1 can decode 021(1)W  as long as it can be de-

coded at node 2. Then, at block 2, node 1 can also decode 021(2)W , and so on. Thus, all 

signal power terms related to 021W , such as 
021U

P  and 
21U

P , are not regarded as noise at 

node 1, and it is not helpful to have node 2 relay any message. On the other hand, node 2 

cannot decode 012W . Thus, in the following block, the signals associated with 
012U

P  and 

12U
P  cannot be decoded and are regarded as noise. This causes the noise power in node 2 

to increase to 2 2 2
12 02 2 02012 12 / /U UP K P K N K+ + , which makes the noise power at node 2 

further larger than that at node 1. The same result can be obtained if 01W  and 02W  are 

decoded in the forward decoding stage.  
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 Now we include our analysis regarding optimal power allocation. Since 

2 2
2 02 1 01/ /N K N K> , 2

01 2 02/P N K+  is greater than 2
1 01/N K . Therefore, according to 

(5.46), the optimal 02P  is zero. All information intended for node 2 should be sent 

through the relay path. To conclude, when 2
2 02/N K  is greater than 2

1 01/N K , the 

achievable rate region is  
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201

1 01/
P

R C
N K

  <   
 (5.48)

012
012 2

1 01/
PR C
N K

  <    
 (5.49)

01 012
201 012

1 01/
P P

R R C
N K

 +  + <   
 (5.50)
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02 012 12 12 02012 12 12 012
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01 2 02

( ) 2

/
U U U UK P P K P K K P P

R C
P N K

 + + +  <   +   
. (5.51)

Among (5.48)—(5.51), (5.49) and (5.51) are constraints on 012R . Their relationship can-

not be determined, so both of them must be considered. It is also easy to derive the 

capacity of the physically degraded Gaussian relay channel (5.17) as a special case of this 

achievable rate region. 

 To conclude, we have shown how and when the relay-path signals can be removed. 

We have also demonstrated that the achievable rate region can be enlarged if a node si-

multaneously decodes messages even though some messages are not needed so urgently.  

5.4 Revision to the Achievable Rate Region 

In the last section, we observed the benefits of decoding direct-path messages along with 

the relay-path messages in the forward decoding stage rather than in the backward de-
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coding stage. In other words, it is beneficial to simultaneously decode as many messages 

as possible even though some of them are not needed immediately.  

5.4.1 Decoding in the Multiple Access Channel and the Broadcast 

Channel 

 Now, we revise the decoding scheme proposed by Sendonaris et al.[16]. Since node 

1 and node 2 are symmetric and interchangeable in this scheme, although our analysis 

focuses on one node, this analysis also applies to the other node. At node 2, when 120W  

is decoded in the forward decoding stage, 10X  is regarded as noise so that the constraint 

on 120R  is (5.4). In terms of the number of messages embedded in the received signal, a 

similar situation also appears in both the Gaussian multiple access channel and the Gaus-

sian broadcast channel. The decoding schemes in these two channels are different. The 

problem here is to determine which decoding scheme should be used in this scenario. 

 To solve this problem, it is crucial to recognize the difference between the decoding 

schemes for these two fundamental channels. Suppose that the communication scenario is 

as illustrated in Figure 5.8. There are 2 co-located sources. Signals 1X  and 2X  are ob-

tained from 1W  and 2W  respectively, and transmitted from these two nodes. Since they 

are co-located, it is not necessary to tell which signal comes from which node. The noise  

 
Figure 5.8: the network with 2 co-located sources, and 2 destinations 

20 

1
0’ 
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power spectrum densities at node 1 and node 2 are 1N  and 2N . The path gains are 01K  

and 02K  respectively, and 01K  is greater than 02K . At node 1, the received signal is 

01 1 2( )K X X+ , and what is of interest is 1X . This received signal can be interpreted as 

that in the Gaussian multiple access channel or the Gaussian broadcast channel. In both 

channels, node 1 tries to decode 1W  and 2W . The constraint, however, is different.  

In the Gaussian multiple access channel, the constraints are  

2
01 1

1
1

K P
R C

N

  <   
 

(5.52)
 

2
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2
1

K P
R C

N

  <   
 

(5.53)
 

2
01 1 2

1 2
1

( )K P P
R R C

N

 +  + <   
. 

(5.54)
 

This region is shown in Figure 5.9 as the outer pentagon. The horizontal line corresponds 

to the rate constraint on 1R  if 2X  is regarded as noise. As for the decoding in the 

Gaussian broadcast channel, 2W  is first decoded, 2X  is removed from the received 

signal, and finally, 1W  is decoded. Thus, the constraints are  

2
01 1

1
1

K P
R C

N

  <   
 

(5.55)
 

2
01 2

22
1 01 1

K P
R C

N K P

  <   + 
. 

(5.56)
 

This region is the shaded rectangle in Figure 5.9. Notice that the vertex A is shared by 

both regions. Obviously, the region for the Gaussian multiple access channel is larger 

than the Gaussian broadcast channel, and it seems that the decoding approach in the mul-

tiple access channel is better. This puzzle is solved when we inspect node 2. For node 2 to  
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Figure 5.9: The achievable rate region for 2 decoding schemes at the closer node. 

decode 2W , the constraint is  

2
02 2

22
2 02 1

K P
R C

N K P

  <   + 
. 

(5.57)
 

Because 1X  is too weak, it is not worthwhile to decode 1W  at node 2. The constraint 

(5.57) is illustrated in Figure 5.9 as the vertical dashed line. Notice that vertex A is at the 

right hand side of this line, and that the remaining region after this pruning is identical for 

both decoding approaches at node 1. In other words, with fixed 1P  and 2P , even though 

node 1 can decode 1W  and 2W  coded at any rate pair in area ABCDE, node 2 cannot 

decode 2W  from the received signal for some rate pairs. Consequently, in the Gaussian 

broadcast channel in Figure 5.8, the achievable rate region is the same regardless of 

which decoding approach is employed at the closer node. No matter which scheme is 

used, the rate constraint on 1R  is increased from the horizontal line. 

5.4.2 Joint Decoding and Sequential Decoding 

Before proceeding to improve the achievable rate region proposed by Sendonaris, et 

2R  

1R

A

B

CD

E



 

 92

al.[16], we further explore these two decoding schemes when they are used in the Gaus-

sian multiple access channel and propose a new decoding scheme to achieve the same 

achievable rate region as in [2]. This means that we consider node 1 only and remove 

node 2 from the scenario. The destination of both messages is node 1. With the joint de-

coding approach and the concept of jointly typical sequences [2], the achievable rate 

region is region ABCOF in Figure 5.10. If we choose to decode 2W  first and then 1W  

as in the Gaussian broadcast channel, the rate pair must be within region ADOF so that 

messages can be decoded. Notice that this region is a subset of region ABCOF. We call 

this sequential decoding, as opposed to joint decoding. In contrast, if 1W  is decoded 

ahead of 2W , the achievable region with this scheme is region BCOE. Consequently, 

with these two sequential decoding alternatives, sequential decoding can achieve most of 

the area of the achievable rate region with joint decoding, i.e. region ABCOF. The only 

missing region is triangle ABG.. 

 To achieve the rate pair in triangle ABG with sequential decoding, the above two 

 
Figure 5.10: Difference between sequential and joint decoding schemes. 
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sequential decoding alternatives can be time-multiplexed as illustrated in Figure 5.11. For 

example, suppose the unfilled rectangle represents when the coding and decoding 

schemes operate at rate pair A  in Figure 5.10, and the filled rectangle represents the rate 

pair B  in Figure 5.10. By changing the time-duration ratio between these two choices, 

we can achieve any rate pair located on line section AB. As a result, any rate pair located 

in the rectangle ABG can be realized without resorting to the joint decoding approach.  

 It might be argued that additional information is required for the senders to deter-

mine the ratio of time durations. In other words, each sender must be informed of the ex-

istence of the other sender, and they cooperatively determine two transmission rate pairs 

in two sequential decoding alternatives respectively and how these two pairs are linearly 

combined. However, this kind of information is also needed if the joint decoding ap-

proach is used. To be specific, without the information about the other sender, sender 2 

will consider any rate 2R  left to line CH to be achievable, and likewise sender 1 will 

consider any rate 1R  below line FH to be achievable, given the individual signal to noise 

ratios. If they encode messages individually and independently and the rate pair lies in 

triangle AHB, the messages cannot be decoded even with the joint decoding approach.  

 
Figure 5.11: Multiplexing sequential decoding schemes in the Gaussian multiple access 
channel. 

Decode 2W  
first 

Decode 1W  
first 

t
Decode 2W
first

Decode 1W  
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From this point of view, with sequential decoding, senders do not need more information 

than with joint decoding.  

 Although the discussion above is based on the situation with 2 transmitters, the same 

result can be obtained for any number of senders. For example, suppose there are three 

transmitters, labeled nodes 1, 2, and 3. They send 1X , 2X , and 3X , which are derived 

from 1W , 2W  and 3W  individually, to node 0. The received signal power values for 

each signals are 1P , 2P , and 3P . The noise power spectrum density is 0N . Obviously, 

there are six orders in which to decode messages sequentially. Their individual constraint 

sets are: 

1 2 3
1 2 3

0 0 02 3 3

P P P
R C R C R C

P P N P N N

             < < <         + + +     
 

 
 

1 3 2
1 3 2

0 0 02 3 2

P P P
R C R C R C

P P N P N N

             < < <         + + +     
  

2 1 3
2 1 3

0 0 01 3 3

P P P
R C R C R C

P P N P N N

             < < <         + + +     
  

2 3 1
2 3 1

0 0 01 3 1

P P P
R C R C R C

P P N P N N

             < < <         + + +     
  

3 1 2
3 1 2

0 0 01 2 2

P P P
R C R C R C

P P N P N N

             < < <         + + +     
  

3 2 1
3 2 1

0 0 01 2 1

P P P
R C R C R C

P P N P N N

             < < <         + + +     
. 

 
 

It can be easily verified that we can achieve any point in the achievable rate region 

through a linear combination of these six constraint sets. 

5.4.3 Revision to the Scenario with Two Sources and One Destination 

Now, we proceed to expand the achievable rate region proposed by Sendonaris et al.[16]. 
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In the forward decoding stage, if node 2 tries to decode 10W , the constraint on 120R  will 

be relaxed. As we discussed above, there are two choices. We may decode 10W  first, and 

120W  after removing 10X . We call this broadcast decoding to highlight that it is used in 

the Gaussian broadcast channel. The rate constraints are 

2
12 10

210
12 120 2

K P
R C

K P N

  <   + 
 

(5.58)
 

2
12 120

120
2

K P
R C

N

  <   
 

(5.59)
 

This achievable rate region is demonstrated as rectangle ADOF in Figure 5.12. Alterna-

tively, if we decode 10W  and 120W  regarding them as signals to be decoded in the 

Gaussian multiple access channel, the rate constraints are 

2
12 10

10
2

K P
R C

N

  <   
 

(5.60)
 

 
2
12 120

120
2

K P
R C

N

  <   
 

(5.61)
 

2
12 10 120

10 120
2

( )K P P
R R C

N

 +  + <   
 

(5.62)
 

This achievable rate region is the pentagon ABCOF in Figure 5.12. We call this multiple 

access decoding. As we pointed out, the key point is at the place where 10W  is intended 

to be decoded, i.e. node 0. For node 0 to decode 10W , the rate constraint is (5.6), shown 

as line GH in Figure 5.12. In contrast to Figure 5.9, this vertical line does not necessarily 

lie to the left of line AD because what is compared to 2 2
2 12 120 12( )/N K P K+  is 2

0 10/N K , 

instead of 2 2
0 10 120 10( )/N K P K+  as in Figure 5.9. In Figure 5.9, the further node cannot 
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decode the message intended for the closer node, whereas here this message is decoded at  

the farther node through backward decoding and coherent combining. Hence, 2
10 120K P  is 

removed from the noise power. If broadcast decoding is used, we may underestimate the 

achievable rate region and lose the lighter shaded area if 

2 2 2
02 12 120 12 10( )/ /N K P K N K+ > . If constraint (5.6) is ignored and multiple access de-

coding is used, 10W , which is encoded at the rate pair in region BCGJ, cannot be de-

coded at node 0 even in the backward decoding stage. 

 Therefore, for the achievable rate region proposed by Sendonaris et al., the con-

straint (5.4) is replaced by (5.61) and (5.62). Likewise, (5.5) should be replaced by  

2
21 210

210
1

K P
R C

N

  <   
 

(5.63)
 

2
21 20 210

20 210
1

( )K P P
R R C

N

 +  + <   
. 

(5.64)
 

The other constraints remain. Constraints (5.4), (5.61) and (5.62) are shown as lines BK,  

 
Figure 5.12: Relaxation of the constraint on 120R . 
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AF and AB in Figure 5.12, respectively. The effect of (5.9) is illustrated as line IH in 

Figure 5.12. This line changes with the summation of 20R  and 210R . In other words, this 

line interacts with its counterpart in the 20R  vs. 210R  plane. However, it is reasonable to 

assume that this line and its counterpart are not effective, i.e., they do not shape the 

achievable rate region determined by other constraints. This is reflected in Figure 5.12. 

The right hand side of (5.9) contains the power related to coherent combining, which is 

not shown in other constraints. Thus, this constraint is supposed to be very loose. In addi-

tion, we neglect (5.8) in the following discussion. Unlike (5.9), (5.8) is effective in shap-

ing the achievable rate region in Figure 5.12 when 20R  is high enough. The consequence 

is that the constraint on 10R  is replaced by    

2 2
10 10 20 20

10 20
0

K P K P
R C R

N

 +  < −  
, 

(5.65)
 

instead of (5.6). Nevertheless, in the following discussion of optimal power allocation, 

we will assume (5.8) is ineffective for the whole range of 20R . Thus, we remove the in-

teraction between 10R  vs. 120R  and 20R  vs. 210R  planes and simplify the analysis. 

The achievable rate region of 10R  and 120R  is the region AJGOF. From this point of 

view, our analysis will provide a bound on power allocation if we take the effect of (5.8) 

into account.  

 As in the previous section, our objective is to find the optimal power allocation be-

tween 10P  and 120P  such that 1 10 120R R R= +  is maximized, given that 

10 1201,non coherentP P P− = +  is fixed. When we vary the power allocation, lines IH and AB 
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are fixed. The maximum rate 1R  occurs whenever 10 120( , )R R  is located on line section 

AJ assuming that point J is to the right of point A. If the relationship between lines AD 

and JG is indeed as depicted in Figure 5.12, we can guess that the optimal power alloca-

tion is a range. The reason is that if we slightly change the power allocation back and 

forth, the length of line section AJ is still nonzero. Thus, our task is to find out the range 

of power locations such that the length of line section AJ is greater than 0. When the 

length is zero, the intersection of lines AF and GJ lies on line AB, i.e. 

2 2 2
10 10 12 120 12 10 120

0 2 2

( )K P K P K P P
C C C

N N N

     +        + =              
.  

Since it is a second order equation, there are two solutions. They are  

2 010
2 21,
12 10

0

non coherent

NP N
P

K K−

=  + −

    ,  
1,

120 0 2
2 2
10 12

.

non coherent
P

P NN
K K

−
=  −

  

With the additional physical restriction that 120P  must be greater than 0, the range of the 

optimal power allocation is  

0 2
2 21201,
10 12

max 0,non coherent

NN
P P

K K−

  ≥ ≥ −   
 

10 1201,non coherentP P P−= − . 

 

When 10P  approaches 0, the achievable rate region is illustrated in Figure 5.13. Because 

points A, B, J and F coincide, the optimal rate pair is    

10

2
12 10 120

120
2

0

( )
.

R

K P P
R C

N

=

 +  =   
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Figure 5.13: The achievable rate region when 10P  is 0. 

Sendonaris’s achievable rate region is region KLGO in Figure 5.12. This region is un-

conditionally smaller than the new region AJGOF. The maximum rate 1R  in Sendon-

aris’s region occurs at point L. This rate is less than the rate at line section AJ. The only 

exception is when 10P  is zero. At this time, point L coincides with points A, B, J and J, 

and achieve the same 1R . Thus, for both decoding schemes, the maximum achievable 

rates 1R  are the same for fixed 1,non coherentP − , although the optimal power allocation in 

Sendonaris’s region is a single point where it is a range in the new region. 

When 2 2
0120 10 2 12/ / 0P N K N K= − > , it is at the critical point and the achievable rate 

region is shown in Figure 5.14. At this time, points A and J coincide, and this rate pair 

still lies on line AB. If 10P  is increased further, line section GH will not intersect with 

line section AB, and thus the maximum rate 1R  will be decreased.  

 If 2 2
0 10 2 12/ / 0N K N K− < , the range of optimal 10P  is from 0 to 1,non coherentP − . 

That is, if all power is allocated to the direct path and node 2 does not relay any messages, 

10R  

120R  
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the maximum 1R  is still achieved. This can be explained as follows. The signals derived 

from 120W  and 10W  are transmitted from node 1, and received by node 0. From the 

point of view of node 0, these signals are alike in the forward decoding stage. 120W  can 

also be decoded in the forward decoding stage although it is intended to be decoded in the 

backward decoding stage. However, if the relay node, i.e. node 2, can decode 120W  at a 

higher rate than node 0, a higher 120R  can be delivered to node 0 through coherent com-

bining and backward decoding. Thus, 120P  should at least account for the difference of 

decoding ability between node 2 and 0. This amount is  2 2
0 10 2 12/ /N K N K− . If this 

value is less than 0, that means that node 2 is noisier than node 0 and node 0 can decode 

whatever node 2 can decode. Consequently, we can allocate all power to the direct path. 

On the other hand, if some power is allocated to 120W , it can be decoded in the forward 

decoding stage without the help of node 2. Actually, when this happens, the simpler ap- 

 
Figure 5.14: The achievable rate region at the critical point. 
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proach is to neglect node 2 completely, and the problem reduces to point-to-point com-

munication. 

 When the power of the relay node is too low or the distance from node 1 and 2 to the 

destination, i.e. node 0, is too far, the right-hand side of (5.9) is decreased. Because this 

rate budget is split between 1R  and 2R , when 

2 22 2
10 1 20 2 10 20 10 2010 10 120 12 20 210

0 02

2( ) ( )
,U UK P K P K K P PK P P K P P

C C C
N N N

    + ++ +     + <            
 

at least in one of 10R  vs. 120R  and 20R  vs. 210R  planes, constraint (5.9) becomes ef-

fective. In Figure 5.15, this is illustrated as line IH, which lies below line AB. This line 

represents  

2 2
10 1 20 2 10 20 10 20

10 120 20 210
0

2
.U UK P K P K K P P

R R C R R
N

 + +  + < − −    
 

 
 

On the contrary, line AB becomes ineffective. As in the previous case, in order to find the 

range of optimal power allocation, we have to solve the equation 

 

Figure 5.15: The achievable rate region when the relay power is too low. 
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2 22 2
10 1 20 2 10 20 10 2010 10 12 120

20 210
0 02

2
.U UK P K P K K P PK P K P

C C C R R
N N N

    + +     + = − −           
 

After some manipulation, this equation is rewritten as  

2

2 2 2 2 2 2 2
0120 10 12 120 2 10 12 10 12 1,

2 2
0 02 2 2 10 21,

( ) ( )

( )/2 0

non coherent

R
rx non coherent

f P K K P N K N K K K P

N P N N N K P N N

−

−

− − − −

 − + − − =  

�
, 

 
 

where 2 2
10 1 20 2 10 20 10 202rx U UP K P K P K K P P+ +� . For the sake of brevity, we denote 

22 2
0 02 2 2 10 21,( )/2 Rrx non coherentN P N N N K P N N−+ − −  by aP . It is straightforward to ob-

tain the solutions. We denote them by 120P
+  and 120P

− . There are some interesting obser-

vations: when aP =0, 120P
− =0 and 2 2

0120 2 12 101, / /non coherentP P N K N K+
−= − + . However, 

because node 2 is closer to node 1, 2 2
02 12 10/ /N K N K<  and 120P

+  is infeasible. This is 

shown in Figure 5.16 as curve A . Thus, the feasible optimal power allocation is 

1201, 0non coherentP P− ≥ ≥ . When 120P  approaches 0, the achievable rate region is shown in 

Figure 5.17. As aP  decreases, the curve moves up, as curve C in Figure 5.16, and the  

 
Figure 5.16: The solutions of 120P  change with aP . 
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Figure 5.17: The achievable rate region when the relay power is too low and 120 0P → . 

feasible power allocation range stays the same. Actually, when the curve is above curve A, 

it means that the relay is not helpful enough so that the power allocation with 120 0P =  

can even achieve the same 1R . When this is the case, the implication is similar to our 

previous explanation. It means that node 0 can decode 120W  without the help of node 2, 

and the roles of 10W  and 120W  are the same from this point of view.  

As aP  increases, the curve moves down and the range of optimal power allocation 

shrinks, as in curve B in Figure 5.16. 120P
−  increases from 0, and the optimal power allo-

cation of 120P  is 120 1201,non coherentP P P−
− ≥ ≥ . When 120 120P P−=  and the value of f  is 

between curve A and B, the achievable rate region is shown in Figure 5.18.  

 When aP  is high enough so that the values of f  become curve B, 120P
+  is equal 

to 1,non coherentP − . This solution is identical to the solution when line AB lies below line IH, 

i.e., (5.62) becomes effective. Actually, at this point,  

2 22
10 1 20 2 10 20 10 2012 10 120

20 210
02

2( )
,U UK P K P K K P PK P P

C C R R
N N

   + ++    = − −        
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Figure 5.18: The achievable rate region when aP  increases. 

and these two lines collocate. After this point, the analysis assuming (5.62) is effective 

applies.  

 To conclude, assuming (5.8) is ineffective, when  

2 2
12 10 120 21 20 210

2 1

2 2
10 1 20 2 10 20 10 20

0

( ) ( )

2
,U U

K P P K P P
C C

N N

K P K P K K P P
C

N

   + +    +        
 + +  <     

 (5.66)
 

through proper rate allocation, line IH can lie above line AB in both 10R  vs. 120R  and 

20R  vs. 210R  planes, and thus the optimal power allocation between 10P  and 120P is  

0 2
2 21201,
10 12

non coherent

NN
P P

K K− ≥ ≥ − ,  

and 10 1201,non coherentP P P−= − . When (5.66) does not hold, in at least one rate plane, line 

IH lies below line AB. In this plane, the optimal power allocation for 120P  is  

120 1201, max(0, )non coherentP P P−
− ≥ ≥ .  

If (5.8) is taken into consideration, the influence is that the lower bounds of optimal 120P  
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and 210P  will interact with each other through the interaction between lines GH in the 

two rate planes. Nevertheless, it is worthwhile to observe that the power allocation with 

120 1,non coherentP P −=  and 210 2,non coherentP P −=  is always optimal in all situations.  

5.5 Two Sources and Two Destinations 

In this section, based on the same concept, we employ another approach to derive the 

achievable rate regions for several scenarios. First of all, we assume that all W ’s con-

tained in the received signals are decodable at all nodes. Then, based on the relationships 

among noises for specific scenarios, we determine whether W ’s are indeed decodable. If 

a W  is not decodable, it will be considered as noise in that node, and the whole achiev-

able rate region is rewritten. This process may have to iterate several times to arrive at the 

final achievable rate region. 

 The network we consider is still the 3-node wireless network. There are 2 informa-

tion sources, each with 2 information streams. This is illustrated in Figure 5.19, where 

nodes 0 and 1 are the information sources. Node 0 sends information messages 0 1W →  

and 0 2W →  to nodes 1 and 2, respectively. Node 1 sends information messages 1 0W →  

and 1 2W →  to nodes 0 and 2, respectively. As in the previous section, each message is di- 

 
Figure 5.19: the network with 2 information sources, each with 2 information streams 
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vided into direct-path and relay-path messages. The information rates are divideded ac-

cordingly as 

0 1 01 021

0 2 02 012

1 2 12 102

1 0 10 120

R R R

R R R

R R R

R R R

→

→

→

→

= +

= +

= +

= +

.  

The transmission also continues for B blocks of length n each. The concept of the en-

coder design is unchanged. The direct-path signal is a function of the associated di-

rect-path message in the current block and all relay-path messages which were transmit-

ted or had to be decoded in the previous block. The relay-path signal is a function of the 

associated relay-path message in the current block and all relay-path messages which 

were transmitted or had to be decoded in the previous block. The coherent combining 

signal from a node to an information destination is a function of the relay-path messages 

which were transmitted or had to be decoded for the information destination in the pre-

vious block. Therefore, the transmitted signals are 

0 01 02 021 012 01 02X X X X X U U= + + + + +   

1 10 12 120 102 10 12X X X X X U U= + + + + +    

2 21 21X U U= + ,  
where the constituent signals are outputs of encoders: 

01 1 02101 ( ( 1))UU P U W i= −�   

02 2 012 10202 ( ( 1), ( 1))UU P U W i W i= − −�   

010 12010 ( ( 1))UU P U W i= −�   

12 2 012 10212 ( ( 1), ( 1))UU P U W i W i= − −�   

020 12020 ( ( 1))UU P U W i= −�   



 

 107

21 1 02121 ( ( 1))UU P U W i= −�   

01 01 01 01 012 021 102( ( ), ( 1), ( 1), ( 1))X P X W i W i W i W i= − − −�   

02 02 02 02 012 021 102( ( ), ( 1), ( 1), ( 1))X P X W i W i W i W i= − − −�   

021 021 021 021 012 021 102( ( ), ( 1), ( 1), ( 1))X P X W i W i W i W i= − − −�   

012 012 012 012 012 021 102( ( ), ( 1), ( 1), ( 1))X P X W i W i W i W i= − − −�   

10 10 10 10 012 120 102( ( ), ( 1), ( 1), ( 1))X P X W i W i W i W i= − − −�   

12 12 12 12 012 120 102( ( ), ( 1), ( 1), ( 1))X P X W i W i W i W i= − − −�   

120 120 120 120 012 120 102( ( ), ( 1), ( 1), ( 1))X P X W i W i W i W i= − − −�   

102 102 102 102 012 120 102( ( ), ( 1), ( 1), ( 1))X P X W i W i W i W i= − − −� .  
Notice 01U  is designed to combine coherently with 21U , so they use the same encoder 

1U� . The same concept applies between 02U  and 12U  and between 20U  and 10U .  

The received signals are 

0 010 10 12 120 102 10 12 20 20 21( ) ( )Y K X X X X U U K U U Z= + + + + + + + +   

1 01 01 02 021 012 01 02 21 20 21 1( ) ( )Y K X X X X U U K U U Z= + + + + + + + +   

2 02 01 02 021 012 01 02

12 10 12 120 102 10 12 2

( )

( ) .

Y K X X X X U U

K X X X X U U Z

= + + + + +

+ + + + + + +
  

 The decoding also includes the forward and backward stages. As in the last section, 

we assume that all direct-path messages are intended to be decoded in the backward de-

coding stage although some can be decoded in the forward decoding stage. In the forward 

decoding stage, node 2 has to decode 021W  and 120W , node 1 has to decode 012W , and 

node 0 has to decode 102W , if these messages are employed. Now, we look at the first 

block in the forward decoding stage. As in the last section, all messages are initialized to 

zero and known to all nodes. Thus all coherent combining signals can be removed from 
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the received signals. If node 2 can decode all data contained in the signals, the channel is 

like the multiple access channel[2] from the point of view of node 2. Consequently the 

achievable rate region is   

2
02 01
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2

K P
R C

N

  <   
 

(5.67)
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N
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(5.68)
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(5.69)
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N
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(5.70)
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(5.71)
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N
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(5.72)
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(5.73)
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2
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(5.74)
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( )K P P
R R C

N

 +  + <   
 

(5.75)
 

2 2
02 01 12 12

01 12
2

K P K P
R R C

N

 +  + <   
 

(5.76)
 

#  
 

01 02 12 120

2 2
02 01 02 012 021 12 12 10 102 120

2

( ) ( )

R R R R

K P P P P K P P P P
C

N

+ + + +

 + + + + + + +  <   

…

 
(5.77)
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Among all W ’s that may be decoded by node 2, it is required to decode 021W  and 120W  

so that a relay can take place in the next block. Thus, no matter if node 2 can decode 

other messages, this node must impose constraints on 021R  and 120R  as long as 021W  

and 120W  are employed. In other words, (5.73) and (5.74) must be satisfied, regardless of 

the network scenario. They are called criterion constraints and are shown in bold fonts. 

The importance of criterion constraints will be further explained later. Similarly, for node 

0, the conjectured rate constraints are  

2
10 12

12
0

K P
R C

N

  <   
 

(5.78)
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(5.79)
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(5.80)
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(5.81)
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(5.82)
 

2
10 12 120

12 120
0

( )K P P
R R C

N

 +  + <   
 

(5.83)
 

#   

2
10 12 10 120 102

12 10 120 102
0

( )K P P P P
R R R R C

N

 + + +  + + + <   
. 

(5.84)
 

Among them, node 0 has to decode 102W , and thus impose the constraint on 102R . For 

node 1, the constraints are 



 

 110

2
01 01

01
1

K P
R C

N

  <   
 

(5.85)
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(5.89)
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(5.90)
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R R R R C

N

 + + +  + + + <   
. 

(5.91)

Among them, node 1 has to decode 012W , and thus impose the constraint on 012R .  

In the backward decoding stage, node 0 has to decode 10W  and 120W . The constraints 

will be relaxed if 12W  can be decoded as well, instead of being considered as noise. 

Thus, the constraints are  
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N

  <   
 

(5.92)
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(5.93)
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(5.94)
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10 12 120

2 2
10 12 10 120 20 10 2010 20 10 20

0

( ) 2U U U U

R R R

K P P P P K P K K P P
C

N

+ +

 + + + + +  <     

. 
(5.95)
 

Notice that signals associated other messages, such as 102W , are removed from the re-

ceived signal because these messages have been obtained in the forward decoding stage. 

In the same way, for node 1, if all messages are decoded, the constraints are 
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(5.96)
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(5.98)
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+ +

 + + + + +  <     

. 
(5.99)
 

Among them, 01W  and 021W  are required to be obtained. For node 2, it is necessary to 

decode 02W , 12W , 012W , and 102W  if they are employed. The conjectured constraints 

are 
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(5.100)
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(5.103)
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(5.104)
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(5.105)
 

#  
(5.106)
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02 01 02 12 10 12
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( ) ( )K P P K P P
R R R R C

N

 + + +  + + + <   
 

(5.107)
 

02 12 012 102 10 01

2 2
02 01 02 012 12 10 12 10202 12

0

02 12 02 12

( ) ( )

2

U U

U U

R R R R R R

K P P P P K P P P P
C

N

K K P P

+ + + + +

 + + + + + + +< 
+ 

 (5.108)
 

The set of constraints associated with a node and a decoding stage is termed a group. In 

total, there are six groups of constraints. Obviously, some inequalities may be redundant. 

For example, if (5.71) holds for a specific scenario, node 2 does not have to decode 012W  

again in the backward decoding stage. This means it is not necessary for node 1 to relay 

signals from node 0 to node 2 since node 2 can know what they would transmit coher-

ently. As a result, the operation on 012W  is identical to 02W . Therefore, 012W  is not 

considered in the communication scheme. 102P  is set to 0. Consequently, some con-

straints are not meaningful for a specific scenario. We list all of them because these con-

straints will be used as the foundation for several scenarios. For each scenario, we will 

derive a reduced set of constraints from these.   

 There are six normalized noise measures to be considered. In the rate constraints, 

there are three types of quantities: signal power, path gain, and noise power. Signal power 
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is our design variable, whereas path gain and noise are determined by the network sce-

narios. Our goal is to derive achievable rate regions for various scenarios. This means we 

have to consider a variety of combinations of path gain and noise power. Nevertheless, 

there are only six combinations, and their appearance can be interpreted easily. There are 

three noise components. For each component, the other two nodes have different percep-

tions. For a fixed signal power, if the path gain is low, i.e., attenuation is high, the noise 

appears more substantial. Consequently, noise power should be normalized by the square 

of path gain. Assuming the path gains are reciprocal, which means ij jiK K= , this nor-

malization ends up with six quantities: 2
2 12/N K , 2

2 02/N K , 2
1 21/N K , 2

1 01/N K , 

2
0 10/N K , and 2

0 20/N K .  

5.5.1 2 2 1 0
2 2 2 2
12 02 01 10

,< <
N N N N
K K K K

 

We consider several kinds of relationships among them. Each relationship can be associ-

ated with a specific network configuration. First, we consider the configuration where 

node 2 is located between node 0 and 1, as depicted in Figure 5.20. We assume that the 

power spectrum densities are the same and the path gains are inversely proportional to the 

distance with an exponent whose value is greater than 1. Thus, the relationship among the 

normalized noise components is 

 
Figure 5.20: node 2 is in between node 0 and node 1, and closer to node 1. 

2

0 

1 
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2 2 1 0
2 2 2 2
12 02 01 10

,
N N N N
K K K K
< < . 

(5.109)
 

Notice that 2
1 21/N K  and 2

0 20/N K  do not emerge in (5.109). The reason is that they do 

not show up in any inequality, and thus their values are irrelevant. With (5.109), we can 

determine which inequalities in the conjectured rate region hold, and then we can obtain a 

reduced set of constraints. Now, we focus on the constraints of 10R  in the form 

10 ( )R C< i , which include (5.70), (5.79), (5.93), and (5.101). Among these four con-

straints, (5.93) must hold in order to decode 10W  at node 1, regardless of the relationship 

among normalized noise measures. This decoding is compulsory in this communication 

scheme. Thus, it is more like a given condition from this point of view, and so called the 

criterion constraint. (5.70), (5.79), or (5.101) are inequalities to be verified. If (5.70), 

(5.79), or (5.101) is satisfied for a specific relationship between normalized noise meas-

ures, it will facilitate the decoding, in the sense of relaxing the criterion constraint, for the 

node from which the constraint comes. With (5.109), all regions of (5.70), (5.79), or 

(5.101) contain the region of (5.93). When (5.70) holds, for example, node 2 is able to 

decode 10W , instead of regarding it as noise, at the same time it tries to decode other 

messages. Consequently, the noise power is reduced by 2
12 10K P  and it is easier to decode 

other W ’s at node 2. Meanwhile, this additional and beneficial decoding does not im-

pose a tighter constraint for node 0 to decode 10W . In other words, this decoding is trans-

parent to node 0. 

 Obviously, it is imperative to identify the criterion constraints first. These are the 
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constraints associated with the W ’s that must be decoded at each node. We have pointed 

out these W ’s. To summarize, in the forward decoding stage, they are 021W  and 120W  

at node 2, 102W  at node 0, and 012W  at node 1. In the backward decoding stage, they are 

10W  and 120W  at node 0, 01W  and 021W  at node 1, and 02W , 12W , 012W  and 102W  at 

node 2.  They correspond to (5.73), (5.74), (5.81), (5.88), (5.93), (5.95), (5.97), (5.99), 

(5.102), (5.103) and (5.108). 

 Rather than considering constraints for each R , as demonstrated above for 10R , it 

is easier to start from the relationship of normalized noise measures. First, we notice that 

2
2 12/N K  is the smallest, i.e. 

2 2 1 0
2 2 2 2
12 02 01 10

, ,
N N N N
K K K K
< . 

Then, we search for inequalities containing 2
2 12/N K . They are (5.101), (5.72), (5.69), 

(5.103) and (5.70). Among them, (5.103) is one of the criterion constraints, and thus must 

be excluded for verification. For each of the other three inequalities, compare it with the 

corresponding criterion constraint to determine if it is true given the criterion constraint. 

For example, the criterion constraint for (5.101) is (5.93), and 2
12 10 2( / )C K P N  is greater 

than 2
010 10( / )C K P N . Consequently, (5.101) holds. In the same way, (5.72) and (5.70) 

hold. (5.69) also holds because it is identical to its criterion constraint (5.103).  

 Similarly, we start another series of determinations from  

2 1 0
2 2 2
02 01 10

,
N N N
K K K
< . 

(5.67), (5.71) and (5.100) are valid. (5.68) is identical to its criterion constraint (5.102). 
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At this moment, all simple inequalities, which are those with only one rate component at 

the left hand side, for node 2 in the forward decoding stage, including criterion and 

non-criterion ones, hold. We call the status in which all constraints in a group are valid as 

being verified. Then, the group is invulnerable to other groups in the sense that the 

achievable rate region determined by this group is fixed regardless of what happens to 

other groups. Notice that we do not have to pay attention to constraints which are neither 

simple nor criterion constraints. These non-simple constraints do not cut the original 

achievable rate region before expansion. In other words, they do not impose any tighter 

constraint. In Figure 5.12, the non-simple constraint which shows up after rate expansion 

and the original constraint intersect at point B. However, the original achievable rate re-

gion is also constrained by line GH, which lies to the left of point B. Therefore, the 

non-simple constraint is looser than the original constraint, given that the associated sim-

ple constraints hold.  

 If a group is not verified, the verified simple constraints in that group may become 

invalid or the criterion constraints may change after a constraint in that group is deter-

mined to be invalid. For example, if (5.78) does not hold for a specific network scenario, 

while other simple inequalities, i.e., (5.79) and (5.80) in that group have been verified as 

valid, then 12W  has to be regarded as noise by node 0 in the forward decoding stage. 

Thus, the whole achievable rate region for that group has to be rewritten as  
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(5.110)
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(5.111)
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(5.116)
 

Although the rate constraints for 10R  and 120R  were verified, (5.110) and (5.111) have 

to verified again because the constraint is tighter now and it may not be looser than the 

criterion constraint anymore. If this happens to the new verification of a simple constraint, 

this simple constraint changes to be not valid. Then it has to be regarded as noise and 

other constraints are required to be rewritten.  

 In addition, the modification is not limited to the same group. Since (5.112) is a cri-

terion constraint, after it is tightened, the constraints on 102R  in other groups have to be 

verified again. Consequently, the inequalities that did not hold may turn out to be valid, 

while those that were valid still hold. 

 Now, the first group is verified and the achievable rate region determined by this 

group is not subject to changes of inequalities in other groups. This region suggests that 

node 2 could decode all W ’s contained in the received signal, including 012W  and 102W . 

However, 012W  and 102W  were originally intended to be decoded from the coherently 

combined signal in the backward decoding stage. For example, 012W  should be decoded 
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by node 1 in the forward decoding stage. Then, node 0 and node 1 transmit signals which 

combine coherently. Finally, node 2 decodes 012W  based on the combined signal in the 

backward decoding stage. Now, since node 2 can and should decode 012W  in the forward 

decoding stage, it is worthless for node 0 and 1 to cooperate. Accordingly, 12U  and 02U  

are not functions of 012W . Therefore, the role played by 012W  is exactly identical to 

02W . In other words, messages starting from node 0 and ending at node 2 do not have to 

be relayed by node 1, and 012W  should be absorbed in 02W . Similarly, we can conclude 

102W  should not be employed. This is equivalent to setting 012P  and 102P  to 0. 

 Since 102W  is not used anymore, node 0 does not have to decode 102W  and or do 

any other additional decoding to facilitate the decoding of 102W  in the forward decoding 

stage. The criterion constraint (5.81) as well as other constraints (5.78)—(5.84) in the 

second group are all removed, regardless of whether they hold. Likewise, node 1 is not 

required to decode 012W , and (5.85)—(5.91) are eliminated. 

 Also, 02W  and 12W  should now be decoded in the forward decoding stage. Origi-

nally, they were intended to be decoded with 012W  and 102W  by node 2 in the backward 

decoding stage. Now that 012W  and 102W  are not used, 02W  and 12W  can be decoded 

in the forward decoding stage and the achievable rate region constrained by 

(5.100)—(5.108) can be removed. Notice that two criterion constraints (5.102) and (5.103) 

are among what is removed. Because 02W  is now obtained in the forward decoding 

stage, the new criterion constraint for 02R  is (5.68). In the same way, (5.69) replaces 
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(5.103) as the criterion constraint. 

 At this point, what remains are (5.67)—(5.77), (5.92)—(5.95), and (5.96)—(5.99). 

Among them, (5.67)—(5.77) have be verified. In (5.92)—(5.95), and (5.96)—(5.99), the 

simple inequalities which are not criterion ones are (5.92) and (5.96). Compared with 

their criterion constraints, i.e., (5.69) and (5.68), respectively, both of them do not hold. 

Therefore, they should be regarded as noise of values 2
10 12K P  and 2

01 02K P . Consequently, 

the constraints in the fourth and the fifth groups should be rewritten. At this moment, all 

simple inequalities either have been verified or are criterion ones. The achievable rate 

region is thus as follows. 

In the forward decoding stage, for node 2: 
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 (5.125)

In the backward decoding stage, for node 0 
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(5.127)
 

In the backward decoding stage, for node 1 
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(5.128)
 

2 2
01 01 021 21 01 2101 21 01 21

201 021
1 01 02

( ) 2U U U UK P P P K P K K P P
R R C

N K P

 + + + +  + <   +   

(5.129)
 

Obviously, (5.117) and (5.120) contain their respective criterion constraints (5.128) and 

(5.126), and thus are redundant. There are listed there to emphasize that 01R , 10R , 

2
02 01K P , and 2

12 10K P  are considered in (5.123)—(5.125). The substream flows are dem-

onstrated in Figure 5.21—Figure 5.24, corresponding the achievable rate region. Differ-

ent types of lines are used for different substreams. Note that the decoding which is bene-

ficial to the criterion constraints is not shown. For example, at node 2 in the forward de-

coding stage, the decoding of 01W  and 10W  is not shown in Figure 5.21 and Figure 

5.22 because they are not intended to node 2.  

 This achievable rate region is reasonable. Node 2 is located between node 0 and 

node 1. Between node 0 and 1, if one node wants the other node to relay signals to node 2, 



 

 121

it has to emanate signals, and the signals will also be received by node 2. As the signal to 

noise ratio at node 2 is higher, node 2 is also able to decode the signals intended to be re-

layed. As a result, any information stream ending in node 2 is not necessary for coopera-

tive communications. By contrast, node 2 can help relay messages from either node 1 to 

0or from node 0 to 1. When node 2 relays signals, each signal is combined coherently 

with the signal from the information source node. In this sense, node 2 is the hub of in- 

 
Figure 5.21: Node 2 decodes 12W  and 120W  in the forward decoding stage. 

 
Figure 5.22: Node 2 decodes 02W  and 021W  in the forward decoding stage. 

 
Figure 5.23: Node 0 decodes 10W  and coherently combined 120W  in the backward de-
coding stage.  

 
Figure 5.24: Node 1 decodes 01W  and coherently combined 021W  in the backward de-
coding stage.   
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formation flows.  

5.5.2 2 1 0 2
2 2 2 2
12 01 10 02

N N NN
K K K K
< = <  

In this subsection, we will derive an achievable rate region for the network scenario as 

depicted in Figure 5.25. As in the last subsection, there are also four information streams: 

node 0 to nodes 1 and 2, and node 1 to nodes 0 and 2. The only difference is the node lo-

cation. Nodes 1 and 2 are close to each other, and they are both far from node 0. Between 

nodes 1 and 2, node 1 is closer to node 0.  

 We will use the same concept as in the previous subsection to derive the achievable 

rate region. We start from the same sets of conjectured constraints (5.67)—(5.108). To 

start with, we assume that the relationship between normalized noise measures is 

2 1 0 2
2 2 2 2
12 01 10 02

N N NN
K K K K
< = < . 

(5.130)
 

Again, we assume 0N , 1N  and 2N  are roughly in the same order. Thus, (5.130) cor-

responds to the setting in Figure 5.25, and we focus on the influences of distances be-

tween nodes. If the unnormalized noise power values varies over a wide range so that 

(5.130) does not hold, the achievable rate region will be different. For example, if the re-

lationship among unnormalized noise power values is (5.109), the achievable rate region  

 
Figure 5.25: node 0 is far from nodes 1 and 2, while node 1, compared with node 2, is 
closer to node 0  

2 0 

1
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is the same as that in the last subsection even if the network setting is like Figure 5.25. As 

the derivation proceeds, we will investigate several relationships of unnormalized noise 

measures, all of which obey (5.130). 

 Since what is required to be decoded in both stages is unchanged before derivation, 

the criterion constraints are still  (5.73), (5.74), (5.81), (5.88), (5.93), (5.95), (5.97), 

(5.99), (5.102), (5.103) and (5.108). As the derivation proceeds based on (5.130), the set 

of criterion constraints will change. The derivation for this network is more involved than 

in the last subsection. Some issues which are briefly mentioned in the last subsection will 

occur here. In this subsection, there are two events that may happen and will make the 

derivation more difficult. First, the verified simple constraint in an unverified group may 

become invalid if another simple constraint in that group does not hold and thus the noise 

power in the verified constraint is increased. Secondly, the invalid constraint may become 

valid if the noise power in its criterion constraint increases. We will point out some of 

these events when they happen. Even with these two annoyances, nevertheless, the con-

straints in a verified group are still fixed. Because the group is verified, the first annoy-

ance will not happen. Because there is no invalid constraint, the second annoyance is also 

avoided. Therefore, our objective is to identify and construct verified groups. We did not 

explicitly mention this objective in the last subsection because the configuration there is 

simpler and the derivation can proceed without this objective in mind. Without this ob-

jective in mind in this subsection, it is difficult to obtain the achievable rate region. Actu-

ally, they are just different orders of verification, and both orders lead to the same result. 

 We find out that (5.85) is identical to its criterion constraint (5.97). Because 
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2 2
1 01 2 02/ /N K N K< , (5.86) and (5.87) hold, compared with their criterion constraints 

(5.102) and (5.73) respectively. Now, all simple and non-criterion constraints 

(5.85)—(5.87) in the third group have been verified, and thus this group is verified and 

fixed. From these inequalities, it is beneficial to decode 01W , 02W , and 021W  for node 1 

in the forward decoding stage. Notice that 01W  and 021W  were originally decoded in the 

backward decoding stage. Now, this stage is not required. 021W  is decoded by node 1 

before it is relayed by node 2. Thus the role of 021W  can be replaced by 01W  and so 

021 0P = . The new conjectured achievable rage region is determined by (5.131)—(5.137), 

and (5.131) becomes the new criterion constraint on 10R . 

 Since this group is fixed, the criterion constraints, (5.131) and (5.133) in this group 

are also fixed. Then, if we proceed from these inequalities, we can avoid the second an-

noyance. First, (5.67) and (5.100) do not hold, compared with (5.131), and 2
02 01K P  is 

thus regarded as noise in both groups. Secondly, (5.71) does not hold, compared with 

(5.133), and 2
02 012K P  is regarded as noise.  

 Although 012W  is not decoded in the current block, when we proceed to the next 

block, 012W  is encoded in signals again because it is a relay-path signal. Actually, it is 

encoded in several signals, including the coherent combining ones. At this block, if 012W  

is not decoded from these signals, it is very difficult to decode other messages. As a mat-

ter of fact, since it is encoded in several signals, it is very easy to decode this message 

now. Thereafter, we make this assumption whenever this kind of situation occurs, and 
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ignore the constraint to decode this message. Now, we are going to make a further classi-

fication on normalized noise measures. It is helpful to list the constraints we have devel-

oped: 

For node 1 in the forward decoding stage:  

2
01 01
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1

K P
R C

N

  <   
 (5.131)
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 (5.132)
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 +  + <   
 (5.134)
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 (5.135)
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. (5.137)

For node 0 in the forward decoding stage, 
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. (5.144)

For node 2 in the forward decoding stage, 
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For node 0 in the backward decoding stage, 
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For node 2 in the backward decoding stage 
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(5.164)

 In (5.131)—(5.164), there is only one verified group (5.131)—(5.137). We have not 

constructed new verified groups from this verified group. It seems that we cannot make 

further simplifications. However, there are two groups with only one simple constraint 

which is not verified and not a criterion constraint. These two constraints are (5.154) and 

(5.158). There is a delicate relationship between them. The criterion constraint of (5.154) 

is (5.160). (5.160) may change if (5.158) is not verified. The reason that (5.158) cannot 

be verified is that its criterion constraint (5.155) may change if (5.154) is not verified. It 

seems as if there is a bottleneck among these four inequalities. To loosen this bottleneck, 

we notice that for the first type of annoyance to occur, it takes at least two simple con-

straints which are neither criterion constraints nor verified in a group. There is only one 

such constraint in each of these two groups. Thus, the first annoyance cannot happen. 

However, the second annoyance may still happen. Therefore, we should start from the 

constraint that can be verified (as valid). For this verified constraint, even if the noise 

power of its criterion constraint is increased later, this verified constraint is further valid.  

5.5.2.1 
2

2 02 01 0
2 2
12 10

+
<

N K P N
K K

 

Among (5.154), (5.160), (5.158) and (5.155), the noise power of concern is 

2 2
2 02 01 12( )/N K P K+  and 2

0 10/N K . If  
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2
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N K P N
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< , (5.165)

(5.158) holds and (5.158)—(5.164) is a verified group. (5.154) does not hold. Thus, the 

noise power in (5.155) is increased. The new constraints are (5.166) and (5.167). This 

group is also fixed.  
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. (5.167)

Now, we have three more fixed criterion constraints, (5.159), (5.160) and (5.166), coming 

from two verified groups. We proceed to determine that (5.138), (5.145) and (5.146) do 

not hold. As a result, (5.145)—(5.153) are replaced by  
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 (5.174)

(5.138)—(5.144) are replaced by  



 

 130

2
10 10

210
0 10 12

K P
R C

N K P

  <   + 
 (5.175)

2
10 120

2120
0 10 12

K P
R C

N K P

  <   + 
 (5.176)

2
10 102

2102
0 10 12

K P
R C

N K P

  <   + 
 (5.177)

2
10 120 10

2102 120
0 10 12

( )K P P
R R C

N K P

 +  + <   + 
 (5.178)

2
10 10 102

210 102
0 10 12

( )K P P
R R C

N K P

 +  + <   + 
 (5.179)

2
10 120 102

2120 102
0 10 12

( )K P P
R R C

N K P

 +  + <   + 
 (5.180)

2
10 10 120 102

210 120 102
0 10 12

( )K P P P
R R R C

N K P

 + +  + + <   + 
. (5.181)

In these two groups, there are four simple non-criterion constraints, (5.168), (5.169), 

(5.175), and (5.176). The situation is like (5.154)—(5.164). (5.169), (5.176) and their 

criterion constraints (5.170) and (5.177) form the bottleneck mentioned above. In addi-

tion, we have (5.168) and (5.175), which are both constraints on 10R . (5.175) is identical 

to its criterion constraint (5.166), while (5.168) cannot be determined unless we can 

determine the relationship between  

2 2 2 2
2 02 01 02 012 02 02 12 12

2
12

N K P K P K P K P
K

+ + + +
 

and 2 2
0 10 12 10( )/N K P K+ . 

 The relationship  

2 2 2
2 02 01 02 012 02 02 0

2 2
12 10

N K P K P K P N
K K

+ + +
<  (5.182)
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occurs when the geographic locations of nodes are as demonstrated in Figure 5.26. Node 

2 is very close to node 1 such that the left side of (5.182) is less than the right side even 

with three additional noise components. If (5.182) holds, then (5.168) as well as (5.169) 

hold while (5.176) does not. Now, (5.168)—(5.174) is a verified group, and they will not 

change no matter what happens to (5.175). Furthermore, according to (5.169), it is ad-

vantageous for node 2 to decode 102W  in the forward decoding stage: node 0 does not 

have to decode and relay it. Because decoding 102W  was the only requirement for node 0, 

it is now not required to decode any message in the forward decoding stage. Thus, 102W  

is incorporated with 12W , and 102P  is set to 0. To conclude, when  

2 2 2
2 02 01 02 012 02 02 0 1 2

2 2 2 2
12 10 01 02

N K P K P K P N NN
K K K K

+ + +
< = < , 

the achievable rate region is as follows: 

For node 2 in the forward decoding stage, 

2
12 10

2 2 2 210
2 02 01 02 012 02 02 12 12

K P
R C

N K P K P K P K P

  <   + + + + 
 (5.183)
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  <   + + + + 
 (5.184)
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 +  + <   + + + +  .

 (5.185)

 
Figure 5.26: Node 2 is very close to node 1. 
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For node 1 in the forward decoding stage, the constraints are (5.131)—(5.137).  

For node 0 in the backward decoding stage, the constraints are (5.166) and (5.167).  

For node 2 in the backward decoding stage, the constraints are (5.158)—(5.164).  

 The flows of substreams are depicted in Figure 5.27—Figure 5.30. The first term in 

(5.182) can be interpreted as the thermal noise power plus all the received signal power 

from node 0, normalized by 2
12K . Because node 0 is too far from nodes 1 and 2, it cannot 

relay the information stream from node 1 to node 2. By contrast, since node 1 is in be-

tween, it can relay information from node 0. Besides, node 2, which is not in between 

node 0 and 1, but closer to node 1, can relay the information stream whose destination is 

node 0. Then, nodes 1 and 2 make their signals combine coherently at node 0. 

 
Figure 5.27: Node 2 decodes 120W in the forward decoding stage. 

 
Figure 5.28: Node 1 decodes 01W  and 012W  in the forward decoding stage. 

 
Figure 5.29: Node 0 decodes 120W  and 10W  in the backward decoding stage. 
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Figure 5.30: Node 2 decodes 012W , 12W  and 02W  in the backward decoding stage. 

 On the other hand, if node 2 is not so close to node 1, as demonstrated in Figure 5.31, 

then (5.182) does not hold. Consequently, (5.176) is valid while (5.168) and (5.169) are 

not. This is exactly the opposite outcome for the bottleneck among (5.169), (5.170), 

(5.176), and (5.177). Now, (5.175)—(5.181) is a verified group. With this verification, it 

is helpful for node 0 to decode 120W  in the forward decoding stage. Thus, node 2 is not 

required to relay 120W , and this message should be incorporated with 10W . Consequently, 

node 2 does not have to perform any decoding in the forward decoding stage. Also, node 

0 does not have this message to decode in the backward decoding stage. The other mes-

sage 10W  that node 0 intends to decoding in the backward decoding stage is now de-

coded in the forward decoding stage, as shown in (5.175). Therefore, node 0 is not re-

quired to perform any decoding in the backward decoding.  To conclude, when 

2
2 02 01 0 1 2

2 2 2 2
12 10 01 02

N K P N NN
K K K K
+

< = <  (5.186)

 
Figure 5.31: Node 2 is not so close to node 1. 
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and  

2 2 2
2 02 01 02 012 02 02 0

2 2
12 10

N K P K P K P N
K K

+ + +
> , (5.187)

the achievable rate region is composed of the following constraints: 

For node 0 in the forward decoding stage, 

2
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0 10 12

K P
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N K P

  <   + 
 (5.188)
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K P
R C

N K P

  <   + 
 (5.189)
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R R C
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 +  + <   + 
 (5.190)

For node 1 in the forward decoding stage, the constraints are (5.131)—(5.137).  

For node 2 in the backward decoding stage, the constraints are (5.158)—(5.164).  

 The flows of substreams are shown in Figure 5.32—Figure 5.34. In this scenario, 

node 2 is not close enough to node 1 to make the left hand side of (5.187) less than the 

right hand side although (5.186) still holds. Therefore, node 2 cannot help node 1 to relay 

messages to node 0 as in the last scenario. By contrast, node 0 is able to help node 1 now. 

Meanwhile, node 1 can still help node 0. In the backward decoding stage, node 2 decodes 

both 102W  and 012W . In this sense, node 0 and 1 are more as if in a cluster than node 1 

and 2, although node 1 is closer to node 2 than to node 0. The reason is that node 2 would 

have up to 4 messages, i.e. 12W , 102W , 01W , and 012W , from the other two nodes to de-

code if it would like to help other nodes. On the contrary, because messages starting from 

node 0 are certainly known to node 0, node 0 has only up to 2 messages to decode, and 

thus it can afford to relay 102W .  
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Figure 5.32: Node 0 decodes 10W  and 102W  in the forward decoding stage. 

 
Figure 5.33: Node 1 decodes 01W  and 012W  in the forward decoding stage. 

 
Figure 5.34: Node 2 decodes 02W , 12W , 102W  and 012W  in the backward decoding 
stage.   
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Now, we consider the situation when (5.165) does not hold, i.e. 

2
2 02 01 0

2 2
12 10

N K P N
K K
+

> , (5.191)

while  
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still holds. The geographic locations of sensors are demonstrated in Figure 5.35. We start 
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from (5.131)—(5.164), where the relationship between 2 2
2 02 01 12( )/N K P K+  and 

2
0 10/N K  has not been taken into consideration, and (5.131)—(5.137) are a verified 

group.  

 Now we face the bottleneck among (5.154), (5.155), (5.158), and (5.160) again. Be-

cause of (5.191), (5.154) holds, compared with its criterion constraint (5.160) even if the 

noise power in (5.160) increases. (5.154)—(5.157) form another verified group. In addi-

tion, (5.158) does not hold, compared with (5.155). Thus, the noise component for node 2 

in the backward decoding stage becomes 2 2
2 02 01 12 10N K P K P+ + , (5.158)—(5.164) are 

replaced by (5.195)—(5.198), and they become a verified group. (5.147) is not valid, 

compared with (5.155), and thus the noise power in (5.145)—(5.153) increases by 

2
12 10K P . Consequently, modified (5.145) and (5.146) are not valid compared with their 

new criterion constraints (5.195) and (5.196). Thus, the noise power for node 2 in the 

forward decoding stage is increased. (5.145)—(5.153) are replaced by (5.192)—(5.194). 

Now, the constraints are composed of the following: 

For node 2 in the forward decoding stage, the constraints are 

2
12 102

2 2 2 2 2 2102
2 02 01 02 012 12 10 02 02 12 12 12 10

  <   + + + + + + 

K P
R C

N K P K P K P K P K P K P
(5.192)

 
Figure 5.35: Node 2 is further away from node 1. 
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2
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. (5.194)

For node 0 in the forward decoding stage, the constraints are (5.138)—(5.144).  

For node 1 in the forward decoding stage, the constraints are (5.131)—(5.137).  

For node 0 in the backward decoding stage, the constraints are (5.154)—(5.157). 

For node 2 in the backward decoding stage, the constraints are 

2
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  <   + + 
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C

N K P K P
. (5.198)

Among them, (5.131)—(5.137), (5.154)—(5.157), and (5.195)—(5.198) are the verified 

set. As we proceed, we find out (5.138) and (5.139) are valid, compared with (5.196) and 

(5.155) respectively. Again, we face a bottleneck among (5.192), (5.193), (5.140), and 

(5.141), where (5.193) and (5.141) are criterion constraints. Actually, the problem here is 

not so harsh. (5.140) is valid if (5.192) is valid. If (5.192) does not hold, the noise power 

in (5.193) intensifies, and it makes (5.140) more valid. Thus, (5.140) is valid uncondi-

tionally, and (5.138)—(5.144) form another verified group. Now, node 0 can decode 

120W  in the forward decoding stage. Therefore, we do not need node 2 to relay this mes-
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sage. Because decoding 120W  was the only requirement for node 2, node 2 is not re-

quired to perform any decoding anymore. Since 120W  is incorporated with 10W , all con-

straints regarding node 0 in the backward decoding stage are removed. To conclude, 

when 

2 1 0 2
2 2 2 2
12 01 10 02

N N NN
K K K K
< = <  

 
 

and 

2
2 02 01 0

2 2
12 10

N K P N
K K
+

> , 
 
 

the achievable rate region is composed of : 

For node 0 in the forward decoding stage, the constraints are  
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For node 1 in the forward decoding stage, the constraints are (5.131)—(5.137). 

For node 2 in the backward decoding stage, the constraints are (5.195)—(5.198).  
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 The flows of substreams are demonstrated in Figure 5.36—Figure 5.38.Comparing 

this achievable rate region with the region for (5.186) and (5.187), there are two differ-

ences because node 2 is noisier and further unable to decode messages. In the backward 

decoding stage, node 2 cannot decode 10W  anymore. By contrast, in the forward decod-

ing stage, node 0 can further decode 12W .  

 
Figure 5.36: Node 1 decodes 01W  and 012W  in the forward decoding stage. 

 
Figure 5.37: Node 0 decodes 10W  and 102W  in the forward decoding stage. 

 
Figure 5.38: Node 2 decodes 02W , 12W , 102W  and 012W  in the backward decoding 
stage.   
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5.6 Conclusion 

In this chapter, we have considered a wireless sensor network with three nodes and have 

explored some information-theoretic problems in this network. In the relay channel, the 

number of nodes is also three. However, in that configuration, only one information 

stream was considered. In [16], the configuration with two information streams with the 

common destination was examined. Based on the scheme of Sendonaris et al. and the as-

sociated achievable rate region, we have obtained the optimal power allocation point and 

have proved that this region collapses to the capacity of the physically degraded relay 

channel. Furthermore, we have proposed a concept to modify this scheme and have ob-

tained a larger achievable rate. The concept is to decode signals intended for other nodes 

without imposing new rate constraints. With this scheme, the optimal power allocation 

turns out to be a range. The optimal power allocation under several conditions has then 

been derived. Finally, we have investigated the scenario with 2 information sources and 

each with 2 information streams. We have investigated several configurations with dif-

ferent distance relationships between nodes and noise power spectrum densities. Based 

on the proposed concept, the achievable rate regions have been derived.  

 To summarize, the achievable rate regions for the two sources and each with two 

destinations are listed for various relationships between normalized noise measures: 

2 2 1 0
2 2 2 2
12 02 01 10

,< <
N N N N
K K K K

: 

 In the forward decoding stage, for node 2, the constraints are (5.117)—(5.125). 

 In the backward decoding stage, for node 0, the constraints are (5.126) and (5.127). 
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 In the backward decoding stage, for node 1, the constraints are (5.128) and (5.129). 
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N K P K P K P N
K K

: 

 For node 2 in the forward decoding stage, the constraints are (5.183)—(5.185). 

 For node 1 in the forward decoding stage, the constraints are (5.131)—(5.137).  

 For node 0 in the backward decoding stage, the constraints are (5.166) and (5.167).  

 For node 2 in the backward decoding stage, the constraints are (5.158)—(5.164).  

  if 
2 2 2

2 02 01 02 012 02 02 0
2 2
12 10

N K P K P K P N
K K

+ + +
>  

 For node 0 in the forward decoding stage, the constraints are (5.188)—(5.190). 

 For node 1 in the forward decoding stage, the constraints are (5.131)—(5.137).  

 For node 2 in the backward decoding stage, the constraints are (5.158)—(5.164).  

 if 
2

2 02 01 0
2 2
12 10

+
>

N K P N
K K

 

 For node 0 in the forward decoding stage, the constraints are (5.199)—(5.205). 

 For node 1 in the forward decoding stage, the constraints are (5.131)—(5.137). 

 For node 2 in the backward decoding stage, the constraints are (5.195)—(5.198).  
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Chapter 6 

Conclusion 

This dissertation investigates communications in the physical layer of the wireless sensor 

network, where each sensor is equipped with one antenna. In terms of the number of 

transmit and receive antennas, the kind of communications is similar to multi-

ple-input-multiple-output (MIMO) communications. However, differently from ordinary 

MIMO communications, some assumptions are not taken for granted. First, phase syn-

chronization among antennas is not perfect and effortless. Secondly, beyond being un-

synchronized, the phase offset between the received signal phase and the local clock 

phase may vary with time, instead of being fixed, for various reasons, such as antenna 

motion. Finally, the local information communication among antennas at either the 

transmit or the receive side does not come for free. Nevertheless, communications can be 

improved when sensors cooperate with each other, and this is called cooperative commu-

nications. In this dissertation, the consequences of three problems on communications are 

studied, and a type of cooperative communications is provided. 

 Chapter 2 considers the stationary configuration of multiple transmit antennas with-

out synchronization and one receive antenna in the additive white Gaussian noise 

(AWGN) channel. It is demonstrated that cooperative communications can be accom-

plished if signals from each transmit antenna combine coherently at the receive antenna. 

This combining can occur only if clock phases of all transmit antenna clocks are adjusted 
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at the phase level. In addition to synchronization, pre-compensation at transmission is 

also required to account for different propagation delays. The synchronization is imple-

mented by the phase-locked loop, with the help of CDMA. The value of 

pre-compensation for each transmit antenna is recursively estimated, based on signals 

sent from transmit antennas and dedicated for synchronization. The respective estimates 

are fed back to each transmit antenna. The phase error for coherent combining comes 

from the phase-locked loop phase error and the estimation error due to AWGN. Its distri-

bution is determined, and the power consumption dedicated for synchronization is in-

cluded to determine the communication performance versus overall power consumption. 

The numerical results show coherent transmission outperforms communications without 

this technique, even with the synchronization overhead. Additionally, the optimal power 

distribution between synchronization overhead and data transmission are observed.  

 The non-stationary case is explored in Chapter 3. The single receive antenna is as-

sumed to move at high speed, and thus the perfect phase pre-compensation value for co-

herent transmission varies with time. Coherent transmission can still be achieved if the 

dependency of the pre-compensation estimate on the previous one is removed. In addition 

to the Doppler due to antenna motion and AWGN, the forward and backward medium 

disturbances are also considered. Furthermore, the time correlation of the phase random 

process associated with the signals from transmit antennas is analytically quantified when 

we determine the communication performance. In spite of so many imperfections, the 

benefit of coherent transmission is still present, and it grows with the number of transmit 

antennas.  
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 When there are many stationary transmit antennas in the AWGN channel, coherent 

combining turns out to be the combination of channel decomposition and the water-filling 

algorithm. If the antenna clocks, either at the transmit or the receive side, are not syn-

chronized in phase, the perceived channel matrix will be different for different phase re-

lationships. These channel matrixes are discussed in Chapter 4. It is shown that the chan-

nel capacity is identical for all channel matrixes derived from different phase relation-

ships. This equalization can be realized at baseband with a phase rotation corresponding 

to the phase offset, leaving the channel decomposition and the water-filling algorithm 

unchanged. Instead, if the channel decomposition is executed whenever the phase rela-

tionship changes, it is revealing that the water-filling algorithm is unchanged, whereas the 

channel decomposition at two points in time can be related through the discrepancy of the 

two associated phase relationships.  

 Finally, in Chapter 5, we address the issue of power-consuming local communica-

tion by investigating the three-node wireless network with AWGN, where all transmis-

sion power consumption is included. In contrast to the relay channel, we consider multi-

ple information streams. Each information stream is decomposed into the relay-path and 

the direct-path streams. The relay-path stream is first sent to the relay node and then 

transmitted to the destination with coherent combining, whereas the direct-path stream 

goes to the destination directly. We start from the scenario with two information sources 

and one common destination. Using the forward and backward decoding stages, we de-

rive two sets of achievable rate regions for two sets of relationships among noise power 

spectrum densities normalized by the square of path gain. We also consider scenarios 
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with one common source and two destinations for two information streams, as well as 

two sources and two destinations for four information streams. For each scenario, the 

achievable rate regions are derived for several sets of normalized noise relationships. The 

derivation contains two major concepts. First, if the relay-path stream can be decoded by 

the destination while it is decoded by the relay node, we should employ the direct-path 

stream only. Secondly, if a node is able to decode the undesired signals, instead of re-

garding it as noise, without imposing a stronger constraint, this decoding should be real-

ized and it can alleviate the decoding of the desired signal. From the achieved rate re-

gions, generally speaking, for a specific information stream if the third node is closer to 

the source than the destination, this node should decode the relay-path signal and then 

implement coherent combining with the source in the following time block.  

 Regarding the extension of research on wireless sensor networks, one extension is to 

investigate configurations with multiple transmit sensors and multiple receive sensors. 

Indeed, there is more freedom to conduct cooperation, and interference could be a prob-

lem. Nevertheless, it is worthwhile to devise communication schemes for certain con-

straints. For example, we can organize a hierarchy of sensors where each hierarchy has its 

own bandwidth. Another example is to consider certain distributions of sensor locations. 

Although it may be difficult to derive the channel capacity, it would be a big contribution 

to obtain the asymptotic performance. 
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